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Machines, both analog and digital, have been used over time to help workplace designers calculate outputs of work and, indeed, to replace work through automation; now, via the integration of artificial intelligence (AI) tools and applications, some machines have new responsibilities and even autonomy, as well as being expected to display various forms of human intelligence and make decisions about workers themselves.

Figure 1 outlines where, and how, new technologies are being implemented into workplaces; the types of “intelligence” which are expected from these technologies; and then, the precise ways that management uses the data produced by such technological processes with the assumptions of respective types of intelligence. There are a number of ways that the newest technologies are being used by management as AI takes center stage. Data has been, and is being, accumulated from job candidates’ and workers’ activities over time, from telephone calls, computer use, swiping in and out with “smart cards,” and up to today, where even physical movements and sentiments, as well as precise social media use, are tracked and monitored.

For human resources, called “big data” when reaching a large enough volume, collections of data are being used to train algorithms that predict job candidates and workers’ talents and capabilities; monitor, gage, and encourage performance; set and assess work outputs; link workers to clients; judge states of being and emotions; provide modular training on the factory floor; look for patterns across workforces of, for example, sickness; and much more.

This chapter, in line with these developments, outlines how AI is increasingly part of the process of decision-making and identifies the risks that workers face today, which should be acknowledged and recognized by policy-makers and management stakeholders alike.
People analytics is an increasingly popular HR practice that uses big data and digital tools to "measure, report, and understand employee performance, aspects of workforce planning, talent management, and operational management."

1. People Analytics: Human Capital Management and Performance Monitoring

AI is seen today as the most innovative and promising arena for workplace and workforce management. Forty percent of human resources (HR) functions being applied across the world in companies small and large are now using AI-augmented applications. These companies are mostly based in the USA, but some European and Asian organizations are also coming on board. A PricewaterhouseCoopers survey shows that more and more global businesses are beginning to see the value of AI in supporting workforce management (PwC, 2018). It is claimed furthermore that 32% of personnel departments in tech companies and others are redesigning organizations with the help of AI to optimize “for adaptability and learning to best integrate the insights garnered from employee feedback and technology” (Kar, 2018). A recent IBM report (IBM, 2018) shows that half of chief HR officers identified for the study anticipate and recognize the potentials for technology in HR surrounding operations and the acquisition and development of talent. A Deloitte report shows that 71% of international companies consider people analytics a high priority for their organizations (Collins, Fineman, and Tsuchida, 2017) because it should allow organizations to not only provide good business insights but also deal with what has been called the “people problem.” “People problems” are also called “people risks” (Houghton and Green, 2018). These have several dimensions, outlined in a Chartered Institute for Personnel Development (CIPD) report as involving:

- talent management;
- health and safety;
- employee ethics;
- diversity and equality;
- employee relations;
- business continuity;
- reputational risk (Houghton and Green, 2018).

"People analytics” is an increasingly popular HR practice, where big data and digital tools are used to “measure, report, and understand employee performance, aspects of workforce planning, talent management, and operational management” (Collins, Fineman, and Tsuchida, 2017). Every sector and organization require HR, which is responsible for everything from recruitment activity to preparing employment contracts and managing the rela-

---

**Fig. 1. Technologies in workplaces**

<table>
<thead>
<tr>
<th>Technology:</th>
<th>Platforms (algorithms, artificial intelligence [AI], machine learning [ML])</th>
<th>People analytics, chatbots (filming interviews, software, AI, ML, emotion coding)</th>
<th>Cobots, wearables (RFID, dashboards, tablets, GPS, data glasses/Hololens)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of intelligence:</td>
<td>Predictive, prescriptive, descriptive</td>
<td>Affective, assistive, predictive, descriptive</td>
<td>Assistive, collaborative</td>
</tr>
<tr>
<td>Where/what:</td>
<td>Home, street (gig work)</td>
<td>Office, call center (service work)</td>
<td>Factory, warehouse (manual work)</td>
</tr>
<tr>
<td>Decision-making:</td>
<td>Human resource (HR), performance monitoring (PM), micro-management (MM)</td>
<td>HR, PM, MM</td>
<td>HR, PM, MM</td>
</tr>
</tbody>
</table>
There is some discrepancy as to the role of HR. While some argue its function is only bureaucratic, others claim that it should play a prominent role in business operations and execution.

A form of people analytics involves filmed job interviews, where AI is used to judge both verbal and nonverbal cues. One such product, made by HireVue, is used by over 600 companies.

1.2 Performance Management

While performance management is seen in most workplaces, there are hundreds of methods that have been tried and tested over many years. Perhaps the best-known era when performance management began to use technology to make decisions about workers’ performance in the industrializing world was the period of scientific management. The well-known industrialists Taylor and the Gilbreths devised schemes to understand workplace productivity as linked to specific, measured human actions in the workplace. These industrialists searched for scientific methods to identify and depict perfect bodily movements for ideal productive behaviors through technologically informed work designs.
In 1927 the League of Nations published papers from the 1927 International Economic Conference entitled “Scientific Management in Europe.” This report was printed in the interwar period, when nations were furiously seeking to set up interdependent organizations and establish a climate of cooperation to reduce the chances for any further wars. Interestingly, a standardization of industrial practices was advocated in this report, and scientific management was heralded as a field “par excellence for international cooperation.” Indeed, at the conference, scientific management was defined as:

...the science which studies the relations between the different factors in production, and especially those between the human and the mechanical factors. Its object is to obtain, by the rational utilization of these various factors, the optimum output.

So, Taylorism was not only a project of worker performance management but had a larger remit and ideology. The International Labour Office reported that scientific management had already “overflowed the limits within which it was originally applied by Taylor” and its recommendations and practices “now cover all departments of the factory, all forms of manufacture, all forms of economic activity, banking, commerce, agriculture and the administration of public services.”

Looking at micro-movements by using a series of technological devices including a spring-driven camera, an electric motor-driven camera, and a microchronometer, which was an instrument for measuring very small intervals of time, these scientists looked for the hoped “best way” to carry out work in bricklaying and in steel factories. The Gilbreths also measured workers’ heart rates using a stethoscope and stopwatch—a foreshadowing of the heart rate measurements seen in fitness armbands that are increasingly being used in workplace initiatives today (Moore, 2018a).

There is a large literature about performance management, perhaps beginning with scientific management, that emerged from various disciplines, from organizational psychology, sociology, sociology of work, and critical management studies, in which researchers looked at the ways organizations try to balance productivity with the management of workers’ activities and to organize various mechanisms that surround these processes.

The school of human relations followed scientific management, followed by systems rationalism in which “operations research” dominated, followed by the organizational culture and quality period of work design history, and now the era I have called agility management systems (Moore, 2018a). Each period of work design history involves attempts to identify the “best” logic of calculation, where performance management (PM) is a calculative practice that is also institutionally embedded and socially transformative. Increasingly, ways to calculate workers’ behaviors are founded in a neoliberal economic rationality.

Economic practices of calculation create markets (Porter, 1995) and enter organizations with a logic of value calculation, which, in turn, shapes the organization as well as requires “responsibility from individuals rendered calculable and comparable” (Miller and O’Leary, 1987). Through quantification, the designer of a PM system decides what will be considered calculable and comparable. While there are assumptions of the “bottom line,” productivity and efficiency do not hold an automatic link to workers’ safety and health, contract and livelihood protections. Any time there is a method designed to characterize a person, that is, the ideal worker with the best performance scores, we are making people up (Hacking, 1986). The enumeration of characteristics then allows for the generation of statistics which function as specified calculus that are seemingly neutral, docile, and immune to query. Desrosières indicates that “placing acts, diseases, and achievements in classes of equivalence...then shape how the bearer is quantified” (2001, p. 246). Rose stated that “numbers, like other ‘inscription devices,’ actually constitute the domains they appear to represent; they render them representable in a docile form—a form amenable to the application of calculation and deliberation” (Rose, 1999, p. 198, cited in Redden, 2019, pp. 40–41). Despite the range of arguments about what should be measured, too little research has focused on how decisions are taken in determining what work characteristics and factories are seen as worthy of measure.

OSH risks

If processes of algorithmic decision-making in people analytics and performance management do not involve human intervention and ethical consideration, these human resource tools could expose workers to height-ened structural, physical, and psychosocial risks and stress. How can workers be sure decisions are being made fairly, accurately, and honestly if they do not have access to the data that is held and used by their employer? OSH risks of stress and anxiety arise if workers feel that decisions are being made based on numbers and data that they have no access to, nor power over. This is particularly worrying if people analytics data leads to workplace restructuring, job replacement, job description changes, and the like. People analytics are likely to increase workers’ stress if data is used in appraisals and performance management without due diligence in process and implementation, leading to questions about micromanagement and feeling “spied on.” If workers know their data is being read for talent spotting or for deciding possible layoffs, they may feel pressured to advance their worker performance, and begin to overwork, posing OSH risks. Another risk arises with liability, where companies’ claims about predictive capacities may later be queried for accuracy or personnel departments held accountable for discrimination.

One worker liaison expert indicated that worker data collection for decision-making, such as seen in people analytics, has created the most urgent issues arising with AI in workplaces. Often, works councils are not aware of the possible uses of such management tools. Or, systems are being put into place without consultation with works councils and workers. Even more OSH risks arise, such as worker stress and job losses, when the implementation of technologies is done in haste and without appropriate consultation and training, or communication. In this context it is interesting to mention a project run at the headquarters of IG Metall, in which the workplace training curricula are being reviewed in 2019, in the context of Industrie 4.0.2 Findings demonstrate that training needs updating not only to prepare workers for physical risks, as has been standard in heavy industry OSH training, but also for mental and psychosocial risks introduced by digitalization at work, which includes people analytics applications.2
2. Cobots and Chatbots

2.1 Cobots

Having visited several car factories and technology centers, I have seen the huge orange robot arms in factories whirring away in expansive warehouses in industrial landscapes, building car parts and assembling cars where conveyor belts lined with humans once stood. Robots have directly replaced workers on the assembly line in factories in many cases, and sometimes, AI is confused with automation. Automation in its pure sense involves, for example, the explicit replacement of a human’s arm for a robot arm. Lower-skilled, manual work has historically been most at risk and is still at a high risk of automation. Now, automation can be augmented with autonomous machine behavior or “thinking.” So, the AI dimension of automation reflects where workers’ brains, as well as their limbs, may no longer be needed. Now, as one EU-OSHA review on the future of work regarding robots and work indicates, while robots were at first built to carry out simple tasks, they are increasingly enhanced with AI capabilities and are being “built to think, using AI” (Kaivo-oja, 2015).

Today, cobots are being integrated into factories and warehouses where they work alongside people in a collaborative way. They assist with an increasing range of tasks, rather than necessarily automating entire jobs. Amazon has 100,000 AI-augmented cobots, which has shortened the need for training workers to less than two days. Airbus and Nissan are using cobots to speed up production and increase efficiency.

2.2 Chatbots

Chatbots are another AI-enhanced tool which can deal with a high percentage of basic customer service queries, freeing up humans working in call centers to deal with more complex questions. Chatbots work alongside people, not only in the physical sense but within the back-end of systems; they are implemented to deal with customer queries over the phone.

For example, Dixons Carphone uses a conversational chatbot named Cami which can respond to first-level consumer questions on the Curry website and through Facebook messenger. Insurance company Nuance launched a chatbot named Nina to respond to questions and access documentation in 2017. Morgan Stanley have provided 16,000 financial advisers with machine-learning algorithms to automate routine tasks. Call-center workers already face extensive OSH risks because of the nature of the work, which is repetitive and demanding and subject to high rates of micro-surveillance and extreme forms of measure (Woodcock, 2016).

An increasing number of activities are already recorded and measured in call centers. Words used in e-mails or stated vocally can be data-mined to determine workers’ moods, a process called “sentiment analysis.” Facial expressions likewise can be analyzed to spot signs of fatigue and moods that could lead to making poor judgments and thus lower OSH risks emerging with overwork. But chatbots, while designed to be assistive machines, still pose psychosocial risks around fears of job loss and replacement. Workers should be trained to understand the role and function of workplace bots and to know what their collaborative and assistive contributions are.

OSH risks

Cobots can reduce OSH risks as they allow AI systems to carry out other types of mundane and routine service tasks in factories which historically create stress, overwork, musculoskeletal difficulties, and even boredom of repetitive work for people. In EU-OSHA’s “Foresight on New and Emerging Occupational Safety and Health Risks Associated with Digitalization by 2025” (EU-OSHA, 2018) report, it is indicated that robots allow people to be removed from dangerous physical work and environments with chemical and ergonomic hazards, thus reducing OSH risks for workers (p. 89).

As a recent Netherlands Organization for Applied Scientific Research (TNO) report states, there are three types of OSH risks in human/cobot/environment interactions:

1. Robot/human collision risks, where machine learning can lead to unpredictable robot behavior;
2. Security risks, where robots’ Internet links can affect the integrity of software programming, leading to vulnerabilities in security;
3. Environmental, where sensor degradation and unexpected human action, in unstructured environments can lead to environmental risks (TNO, 2018, pp. 18–19).

AI-permitted pattern and voice recognition and machine vision mean that not only non-skilled jobs are at risk of replacement, but now, a range of nonroutine and non-repetitive jobs can be carried out by cobots and other applications and tools. In that light, AI-enhanced automation enables many more aspects of work to be done by computers and other machines (Frey and Osborne, 2013). One example of the protection of workplace OSH via AI-augmented tools is found in a chemicals company that makes optical parts for machines. The minuscule chips that are produced need to be scanned for mistakes. Previously, one person’s job was to detect mistakes with their own eyes, sitting, immobile, in front of repeated images of chips for several hours at a time. Now, AI has fully replaced this task. The OSH risks, which have now been, of course, eliminated, include musculoskeletal difficulties and eye strain and damage.4

However, AI-augmented robots in factories and warehouses create stress and a range of serious problems if they are not implemented appropriately. Indeed, one UK-based trade unionist indicated that digitalization, automation, and algorithmic management, when “used in combination... are toxic and are designed to strip millions of folks of basic rights.”5 Potential OSH issues may also include psychosocial risk factors if people are driven to work at a cobot’s pace (rather than the cobot working at a person’s pace); and collisions between a cobot and a person.6 Another cobot-related case of machine/human interaction creating new working conditions and OSH risks is where one person is assigned to “look after” one machine and is sent notifications and status updates about machines on personal devices like a smartphone or a home laptop. This can lead to risks of overwork, where workers feel responsible to take note of notifications.

The market for industrial and health-care wearable devices is predicted to grow from USD 21 million to USD 9.2 billion by 2020

These vertical farming beds growing a variety of baby greens use an algorithm of controlled light, nutrients, and temperatures, Newark, New Jersey.
Not all algorithms utilize AI, but the data produced by client-worker matching services and customer assessment of platform workers train profiles that then lead clients to select specific people for work over others in out-of-work hours, where a work/life balance is disrupted.7 

One expert8 in AI and work discussed developments around the Internet of Things (IoT) in workplaces, where machine-to-machine connected systems work alongside human labor in factories and warehouses. Data-input problems, inaccuracies, and faults with machine-to-machine systems create significant OSH risks as well as liability questions. Indeed, sensors, software, and connectivity can be faulty and unstable, and all vulnerabilities introduce questions about who is legally responsible for any damage that emerges. Is it a cobot’s fault if it runs into a worker; the worker’s fault; the company who manufactured the cobot originally; or the company that is employing the worker and integrating the cobot? The complexities abound.

Human-robot interaction creates both OSH risks and benefits in the physical, cognitive, and social realm, but cobots may someday have the competences to reason, and must make humans feel safe. To achieve this, cobots must demonstrate perception of objects versus humans, and the ability to predict collisions, adapt behavior appropriately, and demonstrate sufficient memory to facilitate machine learning and decision-making autonomy (TNO, 2018, p. 16) along the lines of the previously explained definitions of AI.

3. Wearable Technologies

Wearable self-tracking devices are increasingly seen in workplaces. The market for wearable devices in industrial and health-care wearables has been predicted to grow from USD 21 million in 2013 to USD 9.2 billion by 2020 (Nield, 2014). From 2014 to 2019, an increase of thirteen million fitness devices were predicted to become incorporated into workplaces. This is already happening in warehouses and factories where GPS, RFID, and now haptic sensing armbands—such as the ones patented by Amazon in 2018—have entirely replaced the use of clipboards and pencils.

One new feature of automation and Industrie 4.0 processes where AI-enhanced automation is underway is in the area of lot size manufacturing.9 This process involves cases in which workers are provided with glasses with screens and virtual reality functionality, like HoloLenses and Google glasses, or computer tablets on stands within the production line which are used to carry out on-the-spot tasks in production lines. The assembly line model has not disappeared completely, where a worker carries out one repeated, specific task for several hours at a time, but the lot size method is different. Used in agile manufacturing strategies, this method involves smaller orders made within specific time parameters, rather than constant bulk production that does not involve guaranteed customers.

Workers are provided with visual on-the-spot training enabled by a HoloLens screen or tablet and carry out a new task which is learned instantly and only carried out for the period of time required to manufacture the specific order a factory receives. While, at first glance, these assistance systems may appear to provide increased autonomy, personal responsibility, and self-development, that is not necessarily the case (Butollo, Jürgens, and Krzywdzinski, 2018).

The use of on-the-spot training devices, worn or otherwise, means that workers need less preexisting knowledge or training because they carry out the work case by case. The risk of work intensification thus arises, as head-mounted displays or tablet computers become akin to live instructors for unskilled workers. Furthermore, workers do not learn long-term skills because they are required to perform on-the-spot, modular activities in custom-assembly processes, needed to build tailor-made items at various scales. While this is good for the company’s efficiency in production, lot size methods have led to significant OSH risks in that they de-skill workers; skilled labor is only needed to design the on-the-spot training programs used by workers who no longer need to specialize themselves.

OSH risks

OSH risks can further emerge because of the lack of communications, where workers are not able to comprehend the complexity of the new technology quickly enough and particularly if they are also not trained to prepare for any arising hazards. One real issue is in the area of small businesses and start-ups, which are quite experimental in the use of new technologies.
and often overlook ensuring that safety standards are carried out before accidents occur, when it is, of course, too late. An interview with those involved in the IG Metall Better Work 2020 project (Bezirkseleitung Nordrhein-Westfalen/NRW Projekt Arbeit 2020) revealed that trade unions are actively speaking to companies about the ways they are introducing Industrie 4.0 technologies into workplaces (Moore, 2018b). The introduction of robots and worker monitoring, cloud computing, machine-to-machine communications, and other systems, have all prompted those running the IG Metall project to ask companies:

- what impact will technological changes have on people’s workloads?
- is work going to be easier or harder?
- will work become more or less stressful?
- will there be more or less work?

The IG Metall trade unionists indicated that workers’ stress levels tended to rise when technologies are implemented without enough training or worker dialog. Expertise is often needed to mitigate risks of dangerous circumstances that new technologies in workplaces introduce.

4. Gig Work

Next, we turn to another arena in which AI is making an impact, the “gig work” environments.

“Gig work” is obtained by using online applications (apps), also called platforms, made available by companies such as Uber, Upwork, or Amazon Mechanical Turk (AMT). The work can be performed online—obtained and carried out on computers in homes, libraries, and cafes, for example, and includes translation and design work—or offline—obtained online but carried out offline, such as taxi driving or cleaning work. Not all algorithms utilize AI, but the data produced by client-worker matching services and customer assessment of platform workers provide data that train profiles that then result in overall higher or lower scores that then lead, for example, clients to select specific people for work over others.

Monitoring and tracking have been daily experiences for couriers and taxi drivers for many years, but the rise in offline gig workers carrying out platform-directed food delivery by bicycle, delivering orders, and taxi services is relatively new. Uber and Deliveroo require workers to install a specific application onto their phones, which perch on vehicle dashboards or handlebars, and they gain clients through the use of mapping satellite technologies and by matching algorithmically operated software. The benefits of using AI in gig work could be driver and passenger protection. DiDi, a Chinese ride-hailing service, uses AI facial-recognition software to identify workers as they log on to the application. DiDi uses this information to ensure the identities of drivers, which is seen as a method of crime prevention. However, there was a very serious recent failure in the use of the technology in which a driver logged in as his father one evening. Under the false identity, later in his shift, the driver killed a passenger.

Delivery gig workers are held accountable for their speed, number of deliveries per hour, and customer rankings in an intensified environment that has been proven to create OSH risks. In Harper’s Magazine a driver explains how new digitalized tools work as a “mental whip,” noting that “people get intimidated and work faster” (The Week, 2015). Drivers and riders are at risk of deactivation from the app if their customer rankings are not high enough or they do not meet other requirements. This results in OSH risks including blatant unfair treatment, stress, and even fear.

Platforms are used to match clients with workers in online gig work (also called microwork). One platform called BoonTech uses IBM Watson AI Personality Insights to match clients and online gig workers, such as those gaining contracts using AMT and Upwork. Issues of discrimination have emerged that are related to women’s domestic responsibilities, when carrying out online gig work at home, such as reproductive and caring activities in a traditional context. A recent survey of online gig workers in the developing world conducted by ILO researchers shows that a higher percentage of women than men tend to “prefer to work at home” (Rani and Furrer, 2017, p. 14). Rani and Furrer’s research shows that 32% of female workers in African countries have small children and 42% in Latin America. This results in a double burden for women, who “spend about 25.8 hours working on platforms in a week, 20 hours of which is paid work and 5.8 hours considered unpaid work” (ibid., p. 13). The survey shows that 51% of women gig workers work during the night (22.00 to 05.00) and 76% work in the evening (from 18.00 to 22.00), which are “unsocial working hours” according to the ILO’s risk categories for potential work-related violence and harassment (ILO, 2016, p. 40). Rani and Furrer further state that the global outsourcing of work through platforms has effectively led to the development of a “twenty-four hour economy … eroding the fixed boundaries between home and work … (which further) puts a double burden on women, since responsibilities at home are unevenly distributed between sexes” (2017, p. 13). Working from home could already be a risky environment for women who may be subject to domestic violence alongside the lack of legal protection provided in office-based work. Indeed, “violence and harassment can occur … via technology that blurs the lines between workplaces, ‘domestic’ places and public spaces” (ILO, 2017, p. 97).

OSH risks

Digitalizing nonstandard work such as home-based online gig work, and taxi and delivery services in offline gig work, is a method of workplace governance that is based on quantification of tasks at a minutely granular level, where only explicit contact time is paid. Digitalization may appear to formalize a labor market in the ILO sense, but the risk of underemployment and underpay is very real. In terms of working time, preparatory work for reputation improvement and necessary skills development in online gig work is unpaid. Surveillance is normalized but stress still results. D’Cruz and Noronha (2016) present a case study of online gig workers in India, in which “humans as-a-service” (as articulated by Jeff Bezoz; see Prasill, 2018) is critiqued for being the kind of work that dehumanizes and devalues work, facilitates casualization of workers, and even informalizes the economy. Online gig work, such as work obtained and delivered using the AMT, relies on nonstandard forms of employment which increases the possibilities for child labor, forced labor, and discrimination. There is evidence of racism, whereby clients are reported to direct abusive and offensive comments on
the risks are many (Huws, 2015; Degryse, 2016). The difference with AI and other forms of technological development and invention for workplace usage is that because of the intelligence projected onto autonomous machines they are increasingly treated as decision-makers and management tools themselves, thanks to their seemingly superior capacity to calculate and measure. Where many recent reports on AI try to deal with the questions of “what can be done” or “how can AI be implemented ethically,” the issue is greater. A move to a reliance on machine calculation for workplace intelligent decision-making actually introduces extensive problems for any discussion of “ethics” in AI implementation and use.

In Locke’s “An Essay Concerning Human Understanding,” this empiricist philosopher wrote that ethics can be defined as “the seeking out [of] those Rules, and Measures of humane Actions, which lead to Happiness, and the Means to practice them” (Essay, IV.xxi.3, 1824, p. 1689). This is, of course, just one quote, by one ethics philosopher, but it is worth noting that the seeking out of and setting such rules, as are the parameters for ethics depiction, has only been carried out and conducted, so far, by humans. When we introduce the machine as an agent for rule setting, as AI does, the entire concept of ethics falls under scrutiny. Rather than talking about how to implement AI without the risk of death, business collapse, or legal battles, which are effectively the underlying concerns that drive ethics in AI discussions today, it would make sense to rewind the discussions and focus on the question: why implement AI at all? Will the introduction of AI into various institutions and workplaces across society really lead to prosperous, thriving societies as is being touted? Or will it deplete material condi-

5. Toward a Conclusion

In a study of online gig workers, what Jeff Bezos called “humans-as-a-service” is critiqued for being the kind of work that dehumanizes and devalues work, facilitates the casualization of workers, and even informalizes the economy.

Digitalized customer ratings are key to developing a good reputation, and determine how much work gig workers obtain. Algorithms learn from customer rankings and quantity of tasks accepted.
There are benefits from integrating AI into gig work, including driver identity protection and allowing flexible hours of work. But there are also risks, such as a double burden of work for women online workers.

Rather than talking about how to implement AI without the risk of death, business collapse, or legal battles, it would make sense to rewind the discussions and focus on the question: will the introduction of AI into various institutions and workplaces lead to prosperous, thriving societies?

If it is accepted that machines hold the same competences as humans, or even better competences than us, will we begin to reduce management accountability? Further questions: can there be an ethical use for AI, given the complexity of rulemaking, when something besides an intelligent human mind is expected to make rules? Where will the final say in intelligence lie?

Dr. Phoebe V. Moore is the leading researcher in the “quantified work” field, having published several pieces on digitalized work, monitoring, and tracking, including her recent book *The Quantified Self in Precarity: Work, Technology and What Counts* (Palgrave, 2018). Moore’s groundbreaking research has attracted significant public, media, and governmental attention from such organizations as the UN’s International Labour Organization, European Union Agency on Safety and Health at Work, and the European Parliament; as well as media platforms such as the Financial Times, BBC Radio 4, BBC World Service, The Atlantic, The Independent, Wired, Imperica, and Business Investors Daily; and research groups such as Nesta and the Royal Society of Arts.
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