
  [image: There's a Future: Visions for a Better World]


  
    


    
      


      [image: There's a Future: Visions for a Better World]


      


      

      [image: BBVA]

    

  


  
    
      
        [image: Blanca Muñoz, Untitled (detail), 2000] Blanca Muñoz, Untitled (detail), 2000
      

    


    The Future of Artificial Intelligence and Cybernetics


    Kevin Warwick


    [image: flechas]


    INTRODUCTION


    Science fiction has, for many years, looked to a future in which robots are intelligent and cyborgs — human/machine amalgams — are commonplace: The Terminator, The Matrix, Blade Runner and I, Robot are all good examples of this. However, until the last decade any consideration of what this might actually mean in the future real world was not necessary because it was all science fiction and not scientific reality. Now, however, science has not only done a catching-up exercise but, in bringing about some of the ideas thrown up by science fiction, it has introduced practicalities that the original story lines did not appear to extend to (and in some cases have still not extended to).


    What we consider here are several different experiments in linking biology and technology together in a cybernetic fashion, essentially ultimately combining humans and machines in a relatively permanent merger. Key to this is that it is the overall final system that is important. Where a brain is involved, which surely it is, it must not be seen as a stand-alone entity but rather as part of an overall system, adapting to the system’s needs: the overall combined cybernetic creature is the system of importance.


    Each experiment is described in its own section. Whilst there is a distinct overlap between the sections, they each throw up individual considerations. Following a description of each investigation, some pertinent issues on the topic are therefore discussed. Points have been raised with a view to near term future technical advances and what these might mean in a practical scenario. It has not been the case of an attempt here to present a fully packaged conclusive document; the aim has rather been to open up the range of research being carried out, to see what is actually involved and to look at some of its implications.


    BIOLOGICAL BRAINS IN A ROBOT BODY


    We start by taking a look at an area that might not immediately be at all familiar to the reader. Initially when one thinks of linking a brain with technology then it is probably in terms of a brain already functioning and settled within its own body — could there possibly be any other way? Well in fact there can be! Here we consider the possibility of a fresh merger where a brain is firstly grown and then given its own body in which to operate.


    When one first thinks of a robot it may be a little wheeled device that springs to mind (Bekey 2005) or perhaps a metallic head that looks roughly human-like (Brooks 2002). Whatever the physical appearance, our thoughts tend to be that the robot might be operated remotely by a human, as in the case of a bomb disposal robot, or it may be controlled by a simple computer programme, or may even be able to learn with a microprocessor as its technological brain. In all these cases we regard the robot simply as a machine. But what if the robot has a biological brain made up of brain cells (neurons), possibly even human neurons?


    Neurons cultured/grown under laboratory conditions on an array of non-invasive electrodes provide an attractive alternative with which to realise a new form of robot controller. An experimental control platform, essentially a robot body, can move around in a defined area purely under the control of such a network/brain and the effects of the brain, controlling the body, can be witnessed. Of course this is extremely interesting from a robotics perspective but it also opens up a new approach to the study of the development of the brain itself because of its sensory-motor embodiment. Investigations can in this way be carried out into memory formation and reward/punishment scenarios — the elements that underpin the basic functioning of a brain.


    Growing networks of brain cells in vitro (around 100 000 to 150 000 at present) typically commences by separating neurons obtained from foetal rodent cortical tissue. They are then grown (cultured) in a specialised chamber, in which they can be provided with suitable environmental conditions (e.g. appropriate temperature) and nutrients. An array of electrodes embedded in the base of the chamber (a multielectrode array, MEA) acts as a bidirectional electrical interface to/from the culture. This enables electrical signals to be supplied to stimulate the culture and also for recordings to be taken as outputs from the culture. The neurons in such cultures spontaneously connect, communicate and develop within a few weeks, giving useful responses for typically three months at present. To all intents and purposes, it is rather like a brain in a jar!


    In fact the brain is grown in a glass specimen chamber lined with a flat ‘8x8’ MEA which can be used for real-time recordings (see Figure 1). In this way, it is possible to separate the firings of small groups of neurons by monitoring the output signals on the electrodes. Thereby a picture of the global activity of the entire network can be formed. It is also possible to electrically stimulate the culture via any of the electrodes to induce neural activity. The MEA therefore forms a bidirectional interface with the cultured neurons (Chiappalone et al. 2007; DeMarse et al. 2001).


    The brain can then be coupled to its physical robot body (Warwick et al. 2010). Sensory data fed back from the robot is subsequently delivered to the culture, thereby closing the robot–culture loop. Thus, the processing of signals can be broken down into two discrete sections: a) “culture to robot”, in which live neuronal activity is used as the decision-making mechanism for robot control; and b) “robot to culture”, which involves an input mapping process, from robot sensor to stimulate the culture.


    The actual number of neurons in a brain depends on natural density variations in seeding the culture in the first place. The electrochemical activity of the culture is sampled and this is used as input to the robot’s wheels. Meanwhile the robot’s (ultrasonic) sensor readings are converted into stimulation signals received by the culture, thereby closing the loop.


    
      
        
          
        


        
          
            
              Figure 1. a) A MEA showing the electrodes. b) Electrodes in the centre of the MEA seen under an optical microscope. c) An MEA at x40 magnification, showing neuronal cells in close proximity to an electrode
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    Once the brain has grown for several days, which involves the formation of some elementary neural connections, an existing neuronal pathway through the culture is identified by searching for strong relationships between pairs of electrodes. Such pairs are defined as those electrode combinations in which neurons close to one electrode respond to stimulation from the other electrode at which the stimulus was applied more than 60 percent of the time and respond no more than 20 percent of the time to stimulation on any other electrode.


    A rough input–output response map of the culture can therefore be created by cycling through all the electrodes in turn. In this way, a suitable input/output electrode pair can be chosen in order to provide an initial decision-making pathway for the robot. This is then employed to control the robot body — for example if the ultrasonic sensor is active and we wish the response to cause the robot to turn away from the object being located ultrasonically (possibly a wall) in order to keep moving.
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    Figure 2. Wheeled robot body and brain together


    For simple experimentation purposes at this time, the intention is for the robot (which can be seen in Figure 2) to follow a forward path until it reaches a wall, at which point the front sonar value decreases below a threshold, triggering a stimulating pulse. If the responding/output electrode registers activity, the robot turns to avoid the wall. In experiments, the robot turns spontaneously whenever activity is registered on the response electrode. The most relevant result is the occurrence of the chain of events: wall detection–stimulation–response. From a neurological perspective, it is of course also interesting to speculate on why there is activity on the response electrode when no stimulating pulse has been applied.


    As an overall control element for direction and wall avoidance, the cultured brain acts as the sole decision-making entity within the overall feedback loop. Clearly one important aspect then involves neural pathway changes in the culture, with respect to time, between the stimulating and recording electrodes.


    In terms of research, learning and memory investigations are generally at an early stage. However, the robot can be clearly seen to improve its performance over time in terms of its wall avoidance ability in the sense that neuronal pathways that bring about a satisfactory action tend to strengthen purely though the process of being habitually performed: learning due to habit.


    However, the number of variables involved is considerable and the plasticity process, which occurs over quite a period of time, is (most likely) dependent on factors such as initial seeding and growth near electrodes as well as environmental transients such as temperature and humidity. Learning by reinforcement — rewarding good actions and punishing bad — is more in terms of investigative research at this time.


    On many occasions, the culture responds as expected. On other occasions it does not, and in some cases it provides a motor signal when it is not expected to do so. But does it “intentionally” make a different decision to the one we would have expected? We cannot tell but merely guess.


    In terms of robotics, it has been shown by this research that a robot can successfully have a biological brain with which to make its “decisions”. The 100 000–150 000 neuron size is merely due to the present day limitations of the experimentation described. Indeed, three-dimensional structures are already being investigated. Increasing the complexity from two dimensions to three realises a figure of approximately 30 million neurons for the three-dimensional case, not yet reaching the 100 billion neurons of a perfect human brain, but well in line with the brain size of many other animals.


    This area of research is expanding rapidly. Not only is the number of cultured neurons increasing, but the range of sensory inputs is being expanded to include audio, infrared and even visual stimuli. Such richness of stimulation will no doubt have a dramatic effect on culture development. The potential of such systems, including the range of tasks they could deal with, also means that the physical body could take on different forms. For example, there is no reason why the body could not be a two-legged walking robot, with a rotating head and the ability to walk around in a building.


    It is certainly the case that understanding neural activity becomes more difficult as the culture size increases. With a three-dimensional structure, monitoring activity deep within the central area, as with a human brain, becomes extremely complex, even with needle-like electrodes. In fact the current 100 000–150 000 neuron cultures are already far too complex at present for us to gain an overall insight. When they are grown to sizes such as 30 million neurons and beyond, clearly the problem is significantly magnified.


    Looking a few years ahead, it seems quite realistic to assume that such cultures will become larger, potentially growing into sizes of billions of neurons. On top of this, the nature of the neurons may be diversified. At present, rat neurons are generally employed in studies. However, human neurons are also being cultured even now, thereby bringing about a robot with a human-neuron brain. If this brain then consists of billions of neurons, many social and ethical questions will need to be asked (Warwick 2010).
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        	We regard the robot simply as a machine. But what if the robot has a biological brain made up of brain cells (neurons), possibly even human neurons?

        	
      

    


    For example, if the robot brain has roughly the same number of human neurons as a typical human brain, then could/should it have similar rights to humans? Also, what if such creatures have far more human neurons than in a typical human brain — e.g. a million times more — would they make all future decisions rather than regular humans? Certainly it means that as we look to the near future, we will shortly witness thinking robots with brains not too dissimilar to those of humans.


    GENERAL PURPOSE BRAIN IMPLANTS


    Many human brain–computer interfaces are used for therapeutic purposes, in order to overcome a medical/neurological problem — an example being the deep brain stimulation electrodes employed to overcome the effects of Parkinson’s Disease (Pinter et al. 1999; Pan et al. 2007; Wu et al. 2010). However, even here it is possible to consider employing such technology in alternative ways to give individuals abilities not normally possessed by humans: human enhancement!


    With more general brain–computer interfaces the therapy/enhancement situation is more complex. In some cases, those who have suffered an amputation or have suffered a spinal injury due to an accident may be able to regain control of devices via their (still functioning) neural signals (Donoghue et al. 2004). Meanwhile, stroke patients can be given limited control of their surroundings, as indeed can those who have motor neurone disease.


    With these cases, the situation is not straightforward, as each individual is given abilities that no normal human has — for example, the ability to move a cursor around on a computer screen using nothing but neural signals (Kennedy et al. 2004). The same quandary exists for blind individuals who are allowed extrasensory input, such as sonar (a bat-like sense). This doesn’t repair their blindness but rather allows them to make use of an alternative sense.


    Some of the most impressive human research to date has been carried out using the microelectrode array, as shown in Figure 3. The individual electrodes are 1.5 mm long and taper to a tip diameter of less than 90 microns. Although a number of trials using non humans as a test subject have occurred, human tests are at present limited to two groups of studies. In the second of these, the array has been employed in a recording only role, most notably recently as part of what was called the “BrainGate” system.


    Essentially, electrical activity from a few neurons monitored by the array electrodes was decoded into a signal to direct cursor movement. This enabled an individual to position a cursor on a computer screen, using neural signals for control combined with visual feedback. The same technique was later employed to allow the individual recipient, who was paralysed, to operate a robot arm (Hochberg et al. 2006). However, the first use of the microelectrode array (shown in Figure 3) has considerably broader implications which extend the capabilities of the human recipient.


    Deriving a reliable command signal from a collection of monitored neural signals is not necessarily a simple task, partly due to the complexity of signals recorded and partly due to the real-time constraints in dealing with the data. In some cases, however, it can be relatively easy to look for and obtain a system response to certain anticipated neural signals, especially when an individual has trained extensively with the system. In fact, neural signal shape, magnitude and waveform with respect to time are considerably different to other apparent signals (such as noise) and this makes the problem a little easier.


    The interface through which a user interacts with technology provides a layer of separation between what the user wants the machine to do and what the machine actually does. This separation imposes a cognitive load on the individual concerned that is proportional to the difficulties experienced. The main issue is interfacing the human motor and sensory channels with the technology in a reliable, durable, effective and bidirectional way. One solution is to avoid this sensorimotor bottleneck altogether by interfacing directly with the human nervous system.


    An individual human so connected can potentially benefit from some of the advantages of machine/artificial intelligence, for example rapid and highly accurate mathematical abilities in terms of “number crunching”, a high-speed, almost infinite, internet knowledge base, and accurate long-term memory. Additionally, it is widely acknowledged that humans have only five senses that we know of, whereas machines offer a view of the world which includes infrared, ultraviolet and ultrasonic signals, to name but a few.
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    Humans are also limited in that they can only visualise and understand the world around them in terms of three-dimensional perception, whereas computers are quite capable of dealing with hundreds of dimensions. Perhaps most importantly, the human means of communication, essentially transferring a complex electrochemical signal from one brain to another via an intermediate, often mechanical slow and error-prone medium (e.g. speech), is extremely poor, particularly in terms of speed, power and precision. It is clear that connecting a human brain, by means of an implant, with a computer network could in the long term open up the distinct advantages of machine intelligence, communication and sensing abilities to the implanted individual.


    As a step towards a broader concept of brain–computer interaction, the microelectrode array (as shown in Figure 3) was implanted into the median nerve fibres of a healthy human individual (the author) during two hours of neurosurgery in order to test bidirectional functionality in a series of experiments. A stimulation current applied directly into the nervous system allowed information to be sent to the user, while control signals were decoded from neural activity in the region of the electrodes (Warwick et al. 2003). In this way, a number of trials were successfully concluded (Warwick et al. 2004), in particular:


    
      	Extrasensory (ultrasonic) input was successfully implemented (see Figure 4 for the experimentation).


      	Extended control of a robotic hand across the Internet was achieved, with feedback from the robotic fingertips being sent back as neural stimulation to give a sense of force being applied to an object (this was achieved between Columbia University, New York, USA and Reading University, UK).


      	A primitive form of telegraphic communication directly between the nervous systems of two humans (the author’s wife assisted) was performed (Warwick et al. 2004).


      	A wheelchair was successfully driven around by means of neural signals.


      	The colour of jewellery was changed as a result of neural signals, as was the behaviour of a collection of small robots.
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        	Many human brain-computer interfaces are used for therapeutic purposes, in order to overcome a medical/neurological problem — an example being the deep brain stimulation electrodes employed to overcome the effects of Parkinson’s Disease. It is possible to consider employing such technology in alternative ways to give individuals abilities not normally possessed by humans: human enhancement!

        	
      

    


    In most, if not all, of the above cases, the trial could be considered useful for purely therapeutic reasons, e.g. the ultrasonic sense could be useful for an individual who is blind; telegraphic communication could be very useful for those with certain forms of motor neurone disease.


    Each trial can, however, also be seen as a potential form of enhancement beyond the human norm for an individual. Indeed, the author did not need to have the implant for medical purposes to overcome a problem but rather the experimentation was performed purely for scientific exploration. Therefore, the question arises: how far should things be taken? Clearly enhancement by means of brain–computer interfaces opens up all sorts of new technological and intellectual opportunities; however, it also throws up a raft of different ethical considerations that need to be addressed directly.


    When experiments of the type described above involve healthy individuals who have no reparative need for a brain–computer interface, but rather the main purpose of the implant is to enhance an individual’s abilities, it is difficult to regard the operation as being for therapeutic purposes. Indeed, the author, in carrying out such experimentation, specifically wished to investigate actual, practical enhancement possibilities (Warwick et al. 2003; Warwick et al. 2004).
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    From the trials it is clear that extrasensory input is one practical possibility that has been successfully trialled; however, improving memory, thinking in many dimensions and communicating by thought alone are other distinct potential — yet realistic — benefits, with the latter of these also having been investigated to an extent. To be clear, all these things appear to be possible (from a technical viewpoint at least) for humans in general.


    As we presently stand, to get the go-ahead for an implantation in each case (in UK anyway) requires ethical approval from the local authority governing the hospital in which the procedure is carried out, and, if it is appropriate for a research procedure, also approval from the research and ethics committee of the establishment involved. This is quite apart from Devices Agency approval if a piece of equipment, such as an implant, is to be used on many individuals. Interestingly, no general ethical clearance is needed from any societal body, yet the issues are complex.


    However, as we look to the future it is quite possible that commercial influences coupled with the societal wishes to communicate more effectively and perceive the world in a richer form will drive a market desire. Ultimately, direct brain-to-brain communication, possibly using implants of the type described, is a tremendously exciting proposition, ultimately resulting in thoughts, emotions, feelings, colours and basic ideas being transmitted directly from brain to brain. Whilst this raises many questions as to how it would work in practice, clearly we would be foolish not to push ahead to achieve it.


    But then we come to the big questions. As communication is such an extremely important part of human intelligence, surely it follows that anyone who has an implant of this type will necessarily have a considerable boost to his or her intelligence. Clearly this will stretch intellectual performance in society with the implanted section outperforming those who have elected to stay as mere (unchipped) humans. Will this bring about the digital divide, an “us and them” situation, leaving regular humans far behind on the evolutionary ladder? Well, we’ll just have to see!


    NON-INVASIVE BRAIN-COMPUTER INTERFACES


    For some, brain–computer interfaces of the type described above are perhaps a step too far at present, particularly if it means tampering directly with the brain. As a result, by far the most studied brain–computer interface to date is that involving electroencephalography (EEG) and this is due to several factors. Firstly it is non-invasive; hence there is no need for surgery with its risks of infection and/or side effects. As a result, ethical approval requirements are significantly less and, because electrodes are easily available, the costs involved are significantly lower than for other methods.


    EEG is also a portable procedure, involving electrodes which are merely stuck onto the outside of a person’s head and can be set up in a lab with relatively little training, little background knowledge and taking little time — it can be done then and there, on the spot.


    The number of electrodes actually employed for experimental purposes can vary from a small number (4–6) to the most commonly encountered (26–30) to well over 100 for those attempting to achieve better resolution. As a result, individual electrodes may be attached at specific locations or a cap can be worn in which the electrodes are pre-positioned. The care and management of the electrodes also varies considerably between experiments from those in which the electrodes are positioned dry and external to hair, to those in which hair is shaved off and gels are used to improve the contact made.


    Some studies are employed more in the medical domain, for example, to study the onset of epileptic seizures in patients; however, the range of applications is widespread. A few of the most typical and/or interesting are included here to give an idea of possibilities and ongoing work rather than to provide a complete overview of the present state of play.


    Typical are those in which subjects learn to operate a computer cursor in this fashion (Trejo et al. 2006). However, it must be pointed out that even after significant periods of training (many months), the process is slow and usually requires several attempts before success is achieved. Along much the same lines, numerous research groups have used EEG recordings to switch on lights, control a small robotic vehicle and control other analogue signals (Millan et al. 2004; Tanaka et al. 2005). A similar method was employed, using a 64-electrode skullcap, to enable a quadriplegic to carry out simple hand movement tasks by means of stimulation through embedded nerve controllers (Kumar 2008).


    It is also possible to consider the uniqueness of specific EEG signals, particularly in response to associated stimuli, potentially as an identification tool (Palaniappan 2008). Meanwhile, interesting results have been achieved using EEG for the identification of intended finger taps, whether the taps occurred or not, with high accuracy. This is useful as a fast interface method as well as a possible prosthetic method (Daly et al. 2011).


    Whilst EEG experimentation is relatively cheap, portable and easy to set up, it is still difficult to see its widespread use in the future. It certainly has a role to play in externally assessing some aspects of brain functioning for medical purposes (e.g. assessing epileptic seizures and neural activity during obsessive compulsive disorder) and surely these applications will increase in due course. However, the possibility of regular people driving around whilst wearing a skullcap of electrodes, with no need for a steering wheel, is not thought to be at all realistic; completely autonomous vehicles on the roads are much more likely.


    CONCLUSIONS


    In this chapter, a look has been taken at several different cybernetic enhancements and resultant types of artificial intelligence. Experimental cases have been reported in order to indicate how humans, and/or animals for that matter, can merge with technology in this way, which throws up a plethora of social and ethical considerations as well as technical issues. In each case reports on actual practical experimentation have been given, rather than merely some theoretical concept.


    In particular when considering robots with biological brains, this could ultimately mean perhaps human brains operating in a robot body. Therefore, should such robots be given rights of some kind? If one was switched off, would this be deemed cruelty to robots? More importantly at this time, should such research forge ahead regardless? Before too long we may well have robots with brains made up of human neurons that have the same sort of capabilities as those of the human brain.


    In the section on a general-purpose invasive brain implant as well as implant employment for therapy, a look was taken at the potential for human enhancement. Extrasensory input has already been scientifically achieved, extending the nervous system over the Internet and a basic form of thought communication. So it is likely that many humans will upgrade and become part machine themselves. This may mean that ordinary (non-implanted) humans are left behind as a result. If you could be enhanced, would you have any problem with it?


    Then came a section on the more standard EEG electrodes which are positioned externally and which therefore are encountered much more frequently. Unfortunately, the resolution of such electrodes is relatively poor and they are indeed only useful for monitoring and not for stimulation. Hence the issues surrounding them are somewhat limited. We may well be able to use them to learn a little more about how the brain operates, but it is difficult to see them ever being used for highly sensitive control operations when several million electrodes feed into the information transmitted by each electrode.


    As well as taking a look at the procedures involved, the aim of this article has been to have a look at some of the likely ethical and social issues as well. Some technological issues have though also been pondered on in order to open a window on the direction that developments are heading in. In each case, however, a firm footing has been planted on actual practical technology and on realistic future scenarios rather than on mere speculative ideas. In a sense, the overall idea is to open up a sense of reflection so that the further experimentation which we will now witness can be guided by the informed feedback that results.
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        WHERE IS THE LINE BETWEEN HUMAN AND MACHINE? THIS ARTICLE PRESENTS A SERIES OF GROUNDBREAKING EXPERIMENTS THAT MAKE ANSWERING THIS QUESTION VERY DIFFICULT INDEED. THE AUTHOR TAKES A LOOK AT SOME OF THE DEVELOPMENTS THAT ARE SET TO HAVE A DRAMATIC IMPACT ON THE FUTURE OF ARTIFICIAL INTELLIGENCE AND CYBERNETICS, FOCUSING ON INTERFACES BETWEEN TECHNOLOGY AND THE HUMAN BRAIN. FROM THERAPEUTIC TREATMENTS TO THE ENHANCEMENT OF NATURAL HUMAN CAPABILITIES, THE ARTICLE FOCUSES ON THE PRACTICAL APPLICATION OF ROBOTICS. YET THESE DEVELOPMENTS CANNOT AVOID RAISING FUNDAMENTAL ETHICAL QUESTIONS: WHAT RIGHTS WOULD A “ROBOT BRAIN” HAVE? WILL THE FUTURE BRING A “DIGITAL DIVIDE”, LEAVING ORDINARY, UNENHANCED HUMANS BEHIND ON THE EVOLUTIONARY LADDER? ONLY TIME WILL TELL.
      

    

  


  
    BIOGRAPHY


    Kevin Warwick


    University of Reading


    
      Kevin Warwick was born in Coventry, UK and left school to join British Telecom at the age of 16. At 22 he took his first degree at Aston University, followed by a PhD and research post at Imperial College, London. He held positions at Oxford, Newcastle and Warwick universities before moving to Reading, at age 33.


      As well as publishing 600 research papers, Kevin’s experiments into implant technology have led to his being featured on the cover of the US magazine, Wired.


      Kevin has been awarded higher doctorates (DSc) by Imperial College and the Czech Academy of Sciences, Prague, and he has received six Honorary Doctorates. He has been presented with The Future of Health Technology Award (MIT), he is an Honorary Member of the Academy of Sciences, St. Petersburg, and he has received the Mountbatten Medal and the Ellison-Cliffe Medal from the Royal Society of Medicine. In 2000, Kevin presented the Royal Institution Christmas Lectures, entitled “The Rise of the Robots”.


      Kevin invented an intelligent deep brain stimulator to counteract the effects of Parkinson’s Disease. Tremors are predicted and a current signal is applied to stop them before they start. Another project involves the use of biological neurons to drive robots around; the robot brains are made of neural tissue.


      Kevin is best known for his pioneering experiments involving a neuro-surgical implantation into the nerves of his left arm to link his nervous system directly with a computer to assess the latest technology for use with the disabled. He was successful with the first extra-sensory (ultrasonic) input for a human and the first purely electronic telegraphic communication between the nervous systems of two humans.
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