Technological change and the evolution of the U.S. “National Innovation System”, 1880-1990

INTRODUCTION

Technological change has played a central role in US economic growth since the 19th century. The pioneering work of Solow (1957) and Abramovitz (1956) both suggested that expansion in labor and capital accounted for no more than 15% of total growth in US output per head between the middle of the 19th century and the 1950s. The remaining 85%, labeled the “residual,” is widely interpreted as a measure of the economic effects of technological change, although Abramovitz famously referred to it as a “measure of our ignorance”. This essay explores the changing characteristics of innovation and the relationship between innovation and US economic growth during this lengthy period.

The transition from the 19th to the 20th centuries was accompanied by a shift in the sources of US economic growth from exploitation of a rich domestic endowment of natural resources to the exploitation of “created” resources based on knowledge and trained scientists and engineers. Advances in technology and knowledge aided the exploitation of the US resource endowment during the 19th century, enabling the United States to overtake the global economic leader of the time, Great Britain. Beginning in the late 19th century, however, the United States embarked on a prolonged transition from resource-led to knowledge-led economic growth.

Institutional innovation was an indispensable complement to technological innovation during and after this period in US economic development. Public and private investments in new organizational structures for the support of knowledge creation, innovation and education were essential to the changing trajectory of US economic growth in the 19th and 20th centuries. State and federal government investments supported the creation of a higher education infrastructure that eventually proved to be an important source of scientific and engineering knowledge and personnel (Goldin and Katz, 2009). Industrial investment in the development of new technologies also made important contributions during the 20th century. And the 1945-89 period, dominated by geopolitical tensions that sparked massive investment of public funds in defense and related missions by the federal government, witnessed a further transformation of this
complex mix of public and private institutions devoted to supporting innovation.

This essay surveys the development of the US “national innovation system” from the late 19th to the late 20th centuries. The “national innovation system” framework for analyzing innovative performance and policy is the subject of a substantial body of scholarship that has flourished since the first articulation of the concept in Freeman (1987; see also Lundvall, 1992 and Nelson, 1993). “National” innovation systems typically include the institutions, policies, actors, and processes that affect the creation of knowledge, the innovation processes that translate research into applications (either for commercial sale or deployment in such “nonmarket” contexts as national defense), and the processes that influence the adoption of innovations.

Accordingly, the US national innovation system includes not just the institutions performing R&D and the level and sources of funding for such R&D, but policies—such as antitrust policy, intellectual property rights, and regulatory policy—that affect technology development, the training of scientists and engineers, and technology adoption. Institutional elements, such as national systems of higher education and corporate finance and governance, represent other important components of national innovation systems. The structure of a nation’s innovation system is the result of complex historical processes of institutional development that are affected by public policy and other influences. Moreover, the performance of these systems depends in part on the actions and decisions of private enterprises that can reinforce or offset the effects of government policies.

OVERVIEW OF US ECONOMIC “CATCH-UP.”
1800–1910

US economic growth during the 19th century has been characterized by Abramovitz and David (2000), David and Wright (1997), and Wright (2007) as more capital- and natural resource-intensive than Western European growth during the same period. The capital-intensive trajectory of US economic growth during the 19th century reflected the high rates of investment and significant innovation in the transportation and communications infrastructure (canals, railways, the telegraph and telephone) that contributed to the development of another major factor in 19th-century US economic growth—the large, unified domestic market that manufacturers in particular exploited in the wake of the Civil War. Through much of the 19th century, this domestic market was characterized by relatively low levels of income inequality, by comparison with Great Britain and other European economies, resulting in a large, homogeneous profile of consumer demand. Reliable all-weather inland transportation also facilitated the export of the produce of the abundant and
relatively fertile expanse of farmland within the United States.

During the last two decades of the 19th century, the US economy began a prolonged transition from the extensive growth trajectory that relied on expanding capital, resource, and labor inputs to a more knowledge-intensive growth trajectory that was associated with higher rates of total factor productivity growth (Abramovitz and David, 2002). One of the most dramatic illustrations of this gradual shift was the increased exploitation of scientific and technical knowledge in US resource extraction industries that began in the late 19th century (David and Wright, 1997). As David and Wright pointed out, the United States pioneered in the development of new institutions for research and education in mining engineering, geology and related fields that supported expansion in US output of minerals and related raw materials during this period. Based in part on a growing endowment of economically relevant natural resources, US firms had moved to the technological frontier in mass-production manufacturing, particularly in metalworking and machinery industries, by the late 19th century (Nelson and Wright, 1994: 135).

Many of the first academic institutions specializing in these fields of research and education were publicly funded, illustrating another important characteristic of the post-1870 period of economic catch-up. The 1862 Morrill Act established a foundation for publicly funded higher education, and (along with the 1887 Hatch Act) expanded federal and state government funding for research and extension activities in agriculture. The development of mass higher education in the United States occurred in parallel with the emergence of the first US “research university” (Johns Hopkins University, founded in 1876), which was based on the German research university structure that had proven to be effective in supporting scientific research and collaboration with industry. Although decades (and billions in public funding) were required to bring US universities to positions of global scientific leadership, even before their attainment of research excellence these institutions played a crucial role in training generations of scientists, engineers, and managers, and developed networks of collaboration in scientific and technical research with US industry that contributed to US economic growth in the late 19th and 20th centuries.

Much of the technological innovation that drove US economic development during the 19th century was “pre-scientific,” relying as much on trial-and-error experimentation by skilled practitioners as on activities that might be described as “R&D”. The reliance of 19th century innovation on “tinkering” declined in the final decades of the century, with the growth of new areas of industrial production and innovation that relied on more complex technologies that were linked to the frontiers of scientific and engineering knowledge. Their reliance on more formalized knowledge meant that the growth of the “new industries” of the Second Industrial Revolution, particularly chemicals and electrical machinery, was associated with investments in R&D within the firm, an activity with little precedent in most US firms.

The pioneers in this organizational innovation were the large German chemicals firms of the last quarter of the 19th century, whose growth was based on innovations in dyestuffs. But by the early 20th century, a number of large US firms had also established in-house R&D organizations.
The growth of these laboratories almost certainly could not have occurred without complementary changes in institutions external to the firm, ranging from the development of US universities to the growth of new mechanisms for industrial finance. Nonetheless, the rise of the industrial R&D laboratory represented a fundamental shift in the structure of the US national innovation system.

**THE GROWTH OF US INDUSTRIAL RESEARCH IN THE “SECOND INDUSTRIAL REVOLUTION,” 1890-1945**

By the first decade of the 20th century, a number of large US manufacturing firms had established in-house industrial research laboratories as part of a broader restructuring that transformed their scale, management structures, product lines, and global reach. Many of the earliest US corporate investors in industrial R&D, such as General Electric and Alcoa, were founded on product or process innovations that drew on advances in physics and chemistry. The corporate R&D laboratory brought more of the process of developing and improving industrial technology into the boundaries of US manufacturing firms, reducing the technological and economic importance of the independent inventor (Schmookler, 1957).

But the in-house research facilities of large US firms were not concerned exclusively with the creation of new technologies. Like the laboratories of the German dyestuff firms, these US industrial laboratories also monitored technological developments outside the firm and advised corporate managers on the acquisition of externally developed technologies. Many of Du Pont’s major product and process innovations during this period, for example, were obtained from sources external to the firm, and Du Pont further developed and commercialized them (Mueller, 1962; Hounshell and Smith, 1988; Hounshell, 1995). ² In-house R&D in US firms developed in parallel with independent R&D laboratories that performed research on a contract basis (see also Mowery, 1983a). But over the course of the 20th century, contract-research firms’ share of industrial research employment declined.

The evolution of industrial research in the United States was influenced by another factor that was absent in Germany during the late 19th and early 20th centuries—competition policy. By the late 19th century, judicial interpretations of the Sherman Antitrust Act had made agreements among firms for the control of prices and output targets of civil prosecution. The 1895-1904 merger wave in the United States, particularly the surge in mergers after 1898, was one response to this new legal environment. Since informal and formal price-fixing and market-sharing agreements had been declared illegal in a growing number of cases, firms resorted to horizontal mergers to control prices and markets.³

The Sherman Act’s encouragement of horizontal mergers ended with the Supreme Court’s 1904 Northern Securities decision, but many large US firms responded to the new antitrust environment by pursuing strategies of diversification that relied on in-house R&D to support the commercialization of new technologies that were developed internally or purchased from external sources. George Eastman saw industrial research as a means of supporting the diversification and growth of Eastman Kodak (Sturchio, 1988, p. 8). The Du Pont Company used industrial research to diversify out of the black and smokeless powder businesses even before the 1913 antitrust decision that forced the divestiture of much of the firm’s

---

² The research facilities of AT&T were instrumental in the procurement of the “triode” from independent inventor Lee de Forest, and advised senior corporate management on their decision to obtain loading-coil technology from Pupin (Reich, 1985). General Electric’s research operations monitored foreign technological advances in lamp filaments and the inventive activities of outside firms or individuals, and pursued patent rights to innovations developed all over the world (Reich, 1985: 61). The Standard Oil Company of New Jersey established its Development Department precisely to carry out development of technologies obtained from other sources, rather than for original research (Gibb and Knowlton, 1956: 525). Alcoa’s R&D operations also closely monitored and frequently purchased process innovations from external sources (Graham and Pruitt, 1990: 145-147).

³ See Stigler (1968). The Supreme Court ruled in the Trans Missouri Association case in 1898 and the Addyston Pipe case in 1899 that the Sherman Act outlawed all agreements among firms on prices or market sharing. Data in Thorelli (1954) and Lamoreaux (1985) indicate an increase in merger activity between the 1895-1898 and 1899-1902 periods. Lamoreaux (1985) argues that other factors, including the increasing capital-intensity of production technologies and the resulting rise in fixed costs, were more important influences on the US merger wave, but her account (p. 109) also acknowledges the importance of the Sherman Act in the peak of the merger wave. Lamoreaux also emphasizes the incentives created by tighter Sherman Act enforcement after 1904 for firms to pursue alternatives to merger or cartelization as strategies for attaining or preserving market power.
black powder and dynamite businesses (Hounshell and Smith, 1988: 57).

Although it discouraged horizontal mergers among large firms in the same lines of business, US antitrust policy through much of the pre-1940 period had little effect on efforts by these firms to acquire new technologies from external sources. The development of industrial research, as well as the creation of a market for the acquisition and sale of industrial technologies, also benefited from reforms in US patent policy between 1890 and 1910 that strengthened patent-holder rights (See Mowery, 1995). Judicial tolerance for restrictive patent licensing policies further increased the value of patents in corporate research strategies. Although the search for new patents provided an incentive to pursue industrial research, the impending expiration of these patents created another important impetus for the establishment of industrial research laboratories. Both American Telephone and Telegraph and General Electric, for example, established or expanded their in-house laboratories in response to the intensified competitive pressure that resulted from the expiration of key patents (Reich, 1985; Millard, 1990: 156). Intensive efforts to improve and protect corporate technological assets complemented the acquisition of patents in related technologies from other firms and independent inventors.

Many of the elements of the “Open Innovation” model, defined by its leading proponent as a new model for managing corporate innovation in which “firms can and should use external ideas as well as internal ideas” (Chesbrough, 2003), were present in the early development of US industrial R&D. The in-house R&D facilities of leading industrial firms served as monitors of external technological developments that supported the purchase by their parent firms of important innovations from independent inventors and other firms.

Another area in which the pre-1940 era in the development of industrial research resembles that of the past two decades is the evidence of collaborative linkages between industrial and academic research. Furman and MacGarvie (2005) show that pharmaceuticals industry R&D facilities founded during 1927–46 in the United States tended to locate near leading research universities, and provide other evidence of university–industry collaboration in pharmaceuticals during this period. Other scholars (Mowery et al., 2004; Rosenberg, 1998) have emphasized the importance of university–industry collaboration during this period, not least in the development of such important fields of university research as chemical engineering.

Training by public universities of scientists and engineers for employment in industrial research also linked US universities and industry during the first decades of the 20th century. The Ph.D.s trained in public universities were important participants in the expansion of industrial research employment during this period (Thackray, 1982: 211). The size of this trained manpower pool was as important as its quality; although the situation was improving in the decade before 1940, Cohen (1976) noted that virtually all “serious” US scientists completed their studies at European universities. Thackray et al. (1985) argue that American chemistry research during this period attracted attention (in the form of citations in other scientific papers) as much for its quantity as its quality.

Federal expenditure for R&D throughout the 1930s constituted 12–20% of total US
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4 These technology-acquisition strategies built on a domestic market for intellectual property that grew substantially during the 1880-1920 period. According to Lamoreaux and Sokoloff (1999), the development of a national market for intellectual property enabled independent inventors to specialize and thereby enhanced their productivity and the overall innovative performance of the US economy during this period. By the early 20th century, however, the increased costs of inventive activity and greater demand for formal scientific and engineering training led to the supplanting of independent by corporate inventors (Lamoreaux and Sokoloff, 2005).

5 Hounshell and Smith (1988: 298) report that 46 of the 176 Ph.D.s overseen by Carl Marvel, longtime professor in the University of Illinois chemistry department, went to work for one firm, Du Pont. According to Thackray (1982: 221), 65% of the 184 Ph.D.s overseen by Professor Roger Adams of the University of Illinois during 1918-58 went directly into industrial employment. In 1940, 30 of the 46 Ph.D.s produced by the University of Illinois chemistry department were first employed in industry.
R&D expenditure, and industry accounted for about two-thirds of the total. The remainder came from universities, state governments, private foundations, and research institutes. One estimate suggests that state funds may have accounted for as much as 14% of university research funding during 1935-36 (National Resources Planning Board, 1942: 178). Moreover, the contribution of state governments to non-agricultural university research appears from these data to have exceeded the federal contribution, in sharp contrast to the postwar period. The modest role of the federal government in financing US R&D during the 1930s changed radically as a result of the political events of the next 20 years.


The global conflict of 1939-1945 transformed the structure of R&D throughout the industrial economies. In few if any other industrial economies, however, was this transformation as dramatic as in the United States. The structure of the pre-1940 US R&D system resembled those of other leading industrial economies of the era, such as the United Kingdom, Germany, and France: industry was a significant funder and performer of R&D, and central government funding of R&D was modest. But the postwar US R&D system differed from those of other industrial economies in at least three aspects: 1. US antitrust policy during the postwar period was unusually stringent; 2. small, new firms played an important role in the commercialization of new technologies, especially in information technology; and 3. defense-related R&D funding and procurement exercised a pervasive influence in the high-technology sectors of the US economy.

A central characteristic of the institutional transformation of the US national innovation system during this period was increased federal support for R&D, most of which was defense-related. Defense-related R&D spending accounted for more than 80% of total federal R&D spending for much of the 1950s, and rarely has dropped below 50% of federal R&D expenditure during the entire 1949-2005 period (figure 1; data from US Office of Management and Budget, 2005). Since federal R&D spending accounted for more than 50% of total national R&D spending during 1953-78 (data for overall national R&D investment are available only after 1952), and only dropped below 40% in 1991 (its postwar low point of 25% appeared in 2000, as Figure 2 shows; data from National Science Board, 2006), the significance of the federal government’s defense-related R&D investment is obvious—in some years during the postwar period (e.g., the late 1950s and early 1960s), public defense-related R&D investment accounted for nearly one-half of total national R&D spending.

Defense-related R&D programs affected innovation throughout the postwar US economy. Much of the “R&D infrastructure” of the postwar economy, including large research facilities in industry, government, or academia, was built with funding from defense-related R&D programs. In addition, defense-related funding for academic research in fields ranging from computer science to oceanography supported the training of thousands of scientists and engineers. A second important channel of influence was associated with technological “spinoffs” — technological advances developed for defense-related applications that found large markets in the civilian economy. Such spinoffs proved to be

6 Chandler and Hikino (1997) argue that established firms dominated the commercialization of new technologies in most sectors of the postwar US economy, with the significant exception of "...electronic data-processing technologies, based on the transistor and integrated circuit..." (p. 33).
Figure 1. Federal and Nonfederally funded R&D, 1953-2002

Figure 2. Defense & Nondefense share of total federal gov’t R&D outlays, 1949-2005
particularly significant in aerospace and information technology.

A third important channel through which defense-related spending on new technologies advanced civilian technological applications, aiding the exploitation of technological “spinoffs”, was procurement. Postwar defense-related R&D programs typically were complemented by substantial purchases of new technologies. The US military services, whose procurement requirements typically emphasized performance above all other characteristics (including cost), played a particularly important role during the post-1945 period as a “lead purchaser,” placing large orders for early versions of new technologies. These procurement orders enabled suppliers of products such as transistors or integrated circuits to reduce the prices of their products and improve their reliability and functionality.\(^7\)

Government procurement allowed innovators to benefit from production-related learning and cost reductions by expanding output of early versions of a new technology. Reductions in production costs led to lower prices for the technologies, by opening up civilian markets, which typically are more price-sensitive.

Examples of technological “spinoffs” from defense-related R&D spending in the postwar United States include the jet engine and swept-wing airframe that transformed the postwar US commercial aircraft industry. Major advances in computer networking and computer memory technologies, which found rapid applications in civilian as well as military programs, also trace their origins to defense-supported R&D programs. Defense-related procurement was particularly important in the postwar US information technology industry. In other areas, however, such as numerically controlled machine tools, defense-related demand for applications of novel technologies had detrimental effects on the commercial fortunes of US machine tool firms (Mazzoleni, 1999; Stowsky, 1992). And the light-water nuclear reactor technologies that were first developed for military applications proved to be poorly adapted to the civilian sector (Cowan, 1990).

The “spinoff” and “procurement” channels of interaction were most significant when defense and civilian requirements for new technologies overlapped significantly and/or when defense-related demand accounted for a large share of total demand for a new technology. In both aerospace and information technology, the economic and technological significance of military-civilian spinoffs appear to have declined as a result of growing divergence in the technological requirements of military and civilian products, as well as the growth of civilian markets for these products. Moreover, in some cases, such as information technology, the influence of defense applications on the overall direction of technical development not only declined by the 1990s; defense technologies in some areas lagged behind those in the civilian sector, reflecting the reduced influence of defense-related demand and R&D investment on the innovative activities of private firms.

Although defense-related R&D programs typically are dominated by spending on “development,” rather than “research, the sheer size of the overall investment of public funds meant that government defense-related R&D supported academic research in a diverse array of disciplines in the physical sciences and engineering. But federal R&D funding in the bio-medical sciences, which was allocated largely to research, also grew substantially during the post-1945 period. Although the primary federal funder of
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\(^7\) New technologies undergo a prolonged period of “debugging”, performance and reliability improvement, cost reduction, and learning on the part of users and producers about applications and maintenance (Mowery and Rosenberg, 1999). The pace and pattern of such progressive improvement affect the rate of adoption, and the rate of adoption in turn affects the development of these innovations.
biomedical research, the National Institute of Health (NIH), was established in 1930, its extramural research program received significant support only after the founding in 1937 of the National Cancer Institute, the first of 28 research institutes within the NIH (Swain, 1962) and during the late 1940s, NIH's extramural research programs began to grow more rapidly. By 1970, NIH funding of academic research amounted to $2 billion (in 2000 dollars), which had grown to more than $13 billion by 2009.

Rapid growth in the NIH budget, along with slower growth in defense-related R&D after 1970, shifted the disciplinary composition of federally funded research away from the physical sciences and engineering and toward biomedical research. Growth in federally funded biomedical R&D has been more than matched by growth in privately funded R&D investment in the US pharmaceuticals industry since 1990. By the early 21st century, federally funded R&D spending accounted for less than 40% of overall R&D spending in this sector. The NIH now supports half of all federal non-defense R&D and over 60% of federally funded research in American universities.

NIH support of academic research contributed to the scientific advances in molecular biology and related fields that gave rise to the biotechnology industry during the 1970s and 1980s. Scientific advances at such universities as Columbia, Stanford, and the University of California at San Francisco held out considerable potential for applications in pharmaceuticals and related industries. All three of these universities, as well as others, became important “incubators” for new firms, and increasingly patented faculty discoveries. Even before the passage of the Bayh-Dole Act of 1980, important patents had been filed on behalf of these three universities, and university licensing in biomedical fields grew rapidly during the 1980s and 1990s (See Mowery et al., 2004).

In contrast to federal investments in IT, federal R&D policy in the biomedical sector did not combine federal procurement-related “demand-pull” with its large investments in research. But the dominance of third-party payment (from both public and private sources) for the majority of US healthcare meant that patients and doctors alike were more responsive to performance than to price. As a result, new technologies tended to command a higher price premium in the United States biomedical market than in other industrial economies, where public insurance systems often limited prices and margins. These incentives to adopt and apply new technologies quickly may well have influenced the commercial exploitation by US pharmaceutical, medical device, and biotechnology firms of the knowledge and techniques produced by NIH R&D investments.

---

8 A substantial majority (80%) of the annual research budget of the NIH supports research conducted in laboratories at universities, generally in medical schools.

9 The US Pharmaceutical Manufacturers Association estimated that foreign and US pharmaceuticals firms invested more than $26 billion in R&D in the United States in 2002, substantially above the $16 billion R&D investment by the National Institute of Health in the same year (See Pharmaceutical Manufacturers Association, 2003, for both estimates).

As I noted earlier, an internationally unique characteristic of the US national innovation system that dates back to the late 19th century has been the unusually stringent character of US antitrust policy, which exerted great influence on the early R&D strategies of many leading US industrial firms. Antitrust policy continued to affect the development of industrial R&D during the postwar period. US antitrust policy during the 1950s and 1960s made it more difficult for large US firms to acquire firms in “related” technologies or industries, and increased their reliance on intra-firm sources for new technologies (see Fligstein, 1990). In the case of Du Pont, the use of the central laboratory and Development Department to seek technologies from external sources was ruled out by senior management as a result of perceived antitrust restrictions on acquisitions in related industries. As a result, internal discovery (rather than development) of new products became paramount (Hounshell and Smith, 1988 emphasize the firm’s postwar expansion in R&D and its search for “new nylons”11), in contrast to the firm’s R&D strategy before World War II. The inward focus of Du Pont research appears to have impaired the firm’s postwar innovative performance, even as its central corporate research laboratory gained a sterling reputation within the global scientific community.

In other US firms, senior managers sought to maintain growth through the acquisition of firms in unrelated lines of business, creating conglomerate firms with few if any technological links among products and processes. Chandler (1990) and others (e.g., Ravenscraft and Scherer, 1987; Fligstein, 1990) argue that diversification weakened senior management understanding of and commitment to the development of the technologies that historically had been essential to the competitive success, eroding the quality and consistency of decision-making on technology-related issues.12

Another novel characteristic of the US national innovation system during the 1945-90 period -- one that contrasted with the pre-1940 period -- was the prominence of new firms in commercializing new technologies. In industries that effectively did not exist before 1940, such as computers, semiconductors, and biotechnology, new firms played important roles in the commercialization of innovations. These postwar US industries differed from their counterparts in Japan and most Western European economies, where established electronics and pharmaceuticals firms retained dominant roles in the commercialization of these technologies.

Several factors contributed to the importance of new firms in the postwar US innovation system. The large basic research establishments in universities, government, and a number of private firms served as “incubators” for the development of innovations that “walked out the door” with individuals who established firms to commercialize them. Although Klepper (2009) argues that a similar pattern of entrepreneurial exit and establishment of new firms within the same geographic region also characterized the US automobile industry in the early 20th century, the evolution of the postwar US biotechnology, microelectronics and computer industries was heavily affected by such new-firm “spinoffs” from established firms. Indeed, high levels of labor mobility within regional agglomerations of high-technology firms served as an important channel for technology diffusion and as a magnet for other firms in related industries to locate in these areas. Such labor mobility also aided
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11 Hounshell and Smith (1988) and Mueller (1942) both argue that discovery and development of nylon, one of Du Pont’s most commercially successful innovations, was in fact atypical of the firm’s pre-1940 R&D strategy, which bore more than a passing resemblance to “open innovation.” Rather than being developed to the point of commercialization following its acquisition by Du Pont, nylon was based on the basic research of Carothers within Du Pont’s central corporate research facilities. The successful development of nylon from basic research through to commercialization nevertheless exerted a strong influence on Du Pont’s postwar R&D strategy, not least because of the fact that many senior Du Pont executives had direct experience with the nylon project. Hounshell (1992) argues that Du Pont had far less success in employing the “lessons of nylon” to manage such costly postwar synthetic fiber innovations as Delrin.

12 Graham’s discussion (1986) of the failure of RCA to commercialize its videodisk technology in the face of the firm’s extensive diversification into such unrelated industries as automobile rental agencies and frozen food is an illustrative analysis of the failures of technology management that accompanied the conglomerate-diversification strategies of many US firms in the 1960s and 1970s.
in the transfer of knowledge and know-how within many of these nascent high-technology industries.\textsuperscript{13} The importance of new firms in commercializing postwar innovations in these new industries in the postwar US economy also relied on the extension to much smaller firms of the equity-based system of industrial finance that distinguished the US economy from those of Germany and Japan.

\textbf{CONCLUSION}

Along with other industrial economies, the United States shifted from an economy whose performance was based on the exploitation of domestic natural resources, including agricultural resources, to a “knowledge-based economy” during the 20\textsuperscript{th} century. This transition took decades, but it also was characterized by a number of phenomena widely cited as hallmarks of 21\textsuperscript{st}-century innovation. “Open innovation,” for example, in which large corporations utilize intra-firm capabilities to scan the technological horizon for potential acquisitions of new technologies, accurately describes the strategies of many of the large US corporate pioneers of in-house R&D during the early 20\textsuperscript{th} century. Their acquisitions of technologies from external sources also relied on the operation of a market for intellectual property that was widespread during the early decades of the 20\textsuperscript{th} century, although its importance was subsequently supplanted by the in-house technology development activities of large firms.

This brief survey also highlights the close interaction among technological, policy, and institutional influences within the evolution of the US national innovation system. The discussion underscores the linkages between the processes of technological innovation and adoption that are essential to economic growth in all industrial economies. Much of the economic influence of post-1945 federal R&D spending, for example, flowed from the effects of public policy on both support for the development of new technologies and support for their rapid adoption. Moreover, in fields such as information technology, the widespread adoption by US users of such innovations as desktop computers and computer networking created a vast domestic platform that supported user-led innovation. For this “general purpose technology” in particular, innovation and adoption interacted and accelerated one another. Public policies to address future technological challenges such as global climate change or public health must take into account the importance of consistency and support for both technological innovation and adoption.

\textsuperscript{13} Discussing the development of laser technology, Bromberg (1991) highlights the importance of linkages among research funders and performers within the United States during the 1950s and 1960s that in turn were based on researcher mobility: “Academic scientists were linked to industrial scientists through the consultancies that university professors held in large and small firms, through the industrial sponsorship of university fellowships, and through the placement of university graduates and postdoctoral fellows in industry. They were linked by joint projects, of which a major example here is the Townes-Schawlow paper of [sic] optical masers, and through sabbaticals that academics took in industry and industrial scientists took in universities. Academic scientists were linked with the Department of Defense R&D groups, and with other government agencies through tours of duty in research organizations such as the Institute for Defense Analyses, through work at DoD-funded laboratories such as the Columbia Radiation Laboratory or the MIT Research laboratory for Electronics, and through government study groups and consultancies. They were also linked by the fact that so much of their research was supported by the Department of Defense and NASA.” (Bromberg, 1991: 224).


