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Perspectives for the 21st Century




For this third book in the BBVA series, we
have chosen innovation as the central theme. It was chosen for two
fundamental reasons: the first was the decisive importance of
innovation as the most powerful tool for stimulating economic
growth and improving human standards of living in the long term.
This has been the case throughout history, but in these modern
times, when science and technology are advancing at a mind-boggling
speed, the possibilities for innovation are truly infinite.
Moreover, the great challenges facing the human race
today—inequality and poverty, education and health care, climate
change and the environment—have made innovation more necessary than
ever. Our economy and our society require massive doses of
innovation in order to make a generalised improvement in the
standards of living of nearly 7 billion people (the number
continues to grow) compatible with the preservation of the natural
environment for future generations. Thesecond reason for
choosing this theme is that it is consistent with BBVA's corporate
culture. Our group's commitment to the creation and dissemination
of knowledge ties in directly with the vision that guides every
aspect of our activity: "BBVA, working towards a better future for
people." People are the most important pillar of our work, and the
work we do for and on behalf of people is supported by two other
pillars of our culture and strategy: principles and innovation.
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This book, Innovation: Perspectives for
the 21st Century, is the third in a series of annual publications
by the BBVA Group. The motivation behind these publications is to
publish expert knowledge on the key issues shaping the future
course of the 21st century and relay this knowledge to society. To
this end, we seek out leading researchers and creative minds from
around the world and ask them to address rigorously and objectively
the latest developments in knowledge and the ongoing debates on
research and artistic creation in their own fields, using
alanguage and approach that non-specialised readers can
understand.

The first book in the series, Frontiers of
Knowledge, was published in connection with the institution of the
Frontiers of Knowledge Awards granted by the BBVA Foundation. It
focused on recent breakthroughsand key challenges in each of
the eight award categories: biomedicine; ecology and conservation
biology; climate change; information and communication
technologies; economics, finance and business management;
development cooperation; and the contemporary arts.

The second book offered a comprehensive
overview of the complex phenomenon of globalisation, which today
deeply affects every aspect of people's lives.

In order to give the collection
asense of continuity, we have chosen innovation as the
central theme of this third book. It was chosen for two main
reasons: the first was the decisive importance of innovation as the
most powerful tool for stimulating economic growth and improving
human standards of living in the long term. This has been the case
throughout history, but in these modern times, when science and
technology are advancing at a mind-boggling speed, the
possibilities for innovation are truly infinite. Moreover, the
great challenges facing the human race today—inequality and
poverty, education and health care, climate change and the
environment—have made innovation more necessary than ever. Our
economy and our society require massive doses of innovation in
order to make a widespread improvement in the standards of living
of nearly 7 billion people (the number continues to increase)
compatible with the preservation of the natural environment for
future generations.

The second reason for choosing this theme
is that it is consistent with BBVA's corporate culture. Our group's
commitment to the creation and dissemination of knowledge ties in
directly with the vision that guides every aspect of our activity:
"BBVA, working towards a better future for people". People are
paramount in our work, and the work we do for people is supported
by two other pillars of our culture and strategy: principles and
innovation.

BBVA's principles can be summed up in the
belief that ethics are not only desirable but also profitable.
Acting in accordance with strong values of honesty, integrity and
transparency is essential for establishing a close and lasting
relationship of trust with all our stakeholders: our shareholders,
suppliers, regulators and, above all, our employees and our
customers.

This ethical commitment extends to all the
societies in which we operate and to society as a whole because we
believe that economic development and social stability are the keys
to ensuring BBVA's continuous, profitable growth . For this reason,
BBVA is actively involved in a variety of social projects, with a
particular focus on promoting education and knowledge. This is the
context that has inspired the publication of these books as well as
a host of other initiatives, such as the Frontiers of Knowledge
Awards and the different activities organised by the BBVA
Foundation, in addition to ambitious educational programmes
launched by the bank in every country in which we have a
presence.

However, although these actions are
undeniably important, at BBVA we believe we make our greatest
contribution to improving people's lives through diligently
performing our daily activity. The banking industry, and the
financial industry in general, carry out tasks essential to
people's everyday lives and to economic development and social
stability. BBVA strives to offer its customers a wider and better
range of solutions each day, and to make these solutions available
to more and more people. Innovation is a vital tool; with it, our
daily efforts can achieve the best results, and BBVA can become, as
we want it to be, the best universal bank worldwide—in other words,
the bank that offers the best and most varied solutions for people
and for companies.

I will return to this later, but first I
would like to say that the undertaking of publishing these books
over the past three years has been an extremely gratifying
experience. Each year we have been privileged to work with some of
the world's leading experts on truly fascinating subjects. The
opportunity to interact with them and their ideas has enriched us
all.

This year, again, I am very proud of the
calibre of the authors who kindly agreed to participate in our
project. The book boasts texts written by a select group of the
world's best and most prestigious experts in their respective
fields. Some are repeating the experience—like Professor Rosenberg,
who contributed a magnificent article on globalisation to last
year's publication—which constituted a great honour and show of
support for our project. Others have collaborated with BBVA on
different innovation projects, or represent institutions with which
we have signed agreements or established partnerships in this
field. And all have made valuable contributions that give us a
glimpse of the "state-of-the-art" in innovation.1

I wish to express my gratitude and that of
the entire BBVA Group to all the authors for participating in this
book entitled Innovation: Perspectives for the 21st Century. On
reading it, I trust that all of you will find a rich, varied and
thought-provoking discussion of innovation--a complex phenomenon of
paramount importance for the society and economy of the 21st
century.

AN OPEN, PLURALISTIC VIEW OF INNOVATION

Innovation is extremely hard to define.
Schumpeter, the great economist who positioned innovation at the
centre of the economic debate, made a distinction between
invention, defined as the manifestation of anew idea or a
previously unknown fact, and innovation, the ability to
successfully apply that idea in practice (Schumpeter, 1934). Thus,
innovation can be very loosely defined as "a change in the thought
process for doing something, or the useful application of new
inventions or discoveries" (McKeown, 2008).

Working on the premise of these general
ideas, innovation has been analysed in countless contexts and from
very different perspectives—always associated with "positive
change"—in such disparate fields as technology, economics,
business, sociology, the arts or the multiple branches of
engineering.

Schumpeter supplied us with a definition
of economic innovation which lists the different forms that
innovation can take:

1. the introduction of a new good or
service;

2. the introduction of a new method of
production;

3. the opening of a new market;

4. the conquest of a new supply source of
raw materials or semi-manufactured goods;

5. the implementation of a new
organisation in any industry.

The importance of innovation in the field
of economics has even given rise to a discipline known as
Neo-Schumpeterian Economics, which views all economic development
as the result of innovation (see, for example, Freeman, 1982).

Every innovation is the result of a
process in which the idea for a possible practical application of
an invention is first posited and subsequently developed until it
is ready to be introduced into the market. This is why economic and
business texts dealing with innovation are just as concerned with
the "sources of innovation" and the processes that encourage the
generation of potentially useful ideas as they are with the best
mechanisms, structures or incentives for transforming those ideas
into goods and services that can effectively create value on the
market.

The connection between science, technology
and innovation, the relationship between academic research and
companies, public policy and the role of the market, government and
corporate structures, business management in the area of
innovation—all of these subjects have been the focus of special
attention in the literature on innovation. This diversity of themes
and their complexity explain both the importance and the difficulty
of developing a Theory of Innovation (see Nelson and Winter,
1977).

A wide range of scholarly approaches to
the concept of innovation is documented in Fagerberg (2004), which
I recommend to interested readers as a helpful reference for
becoming familiar with the prolific and varied bibliography on
innovation.

Given the diversity of approaches, aspects
and ramifications of innovation and its practical applications, in
this book we have chosen to offer a very wide spectrum of articles
addressing the most relevant aspects of innovation, all written by
authors at the very top of their respective fields.

The first segment of essays, which provide
crucial insights for understanding innovation, focuses on its
deepest roots. Sandy Pentland traces the roots of creativity—and,
by extension, innovation—back to their source in biology, and shows
how communication and interaction among the members of each
species, including (of course) humans, are essential for
development. Sander van der Leeuw points out that the cognitive
abilities of the human brain do not seem to have changed in the
last 50,000 years; however, thanks to cultural elements (in other
words, the experience of learning to exploit those abilities to the
fullest), combined with advances in information and communications,
the human species still has plenty of room for improvement in terms
of managing its natural environment, and that improvement is made
possible by innovation.

The second segment of essays focuses on
the institutional aspects of innovation. Nathan Rosenberg discusses
the complex relationship between science and technology. The
traditional view is that science "leads" and technology "follows",
but Professor Rosenberg points out that technology is much more
capable of "explaining" scientific progress than we have been led
to believe. Hiroyuki Itami underscores the role that organisations
(corporate, government, or non-profit) play in knowledge
accumulation mechanisms, which are vital for innovation, while
Alfonso Gambardella focuses on how market mechanisms can encourage
innovation—mechanisms that are primarily fuelled by the utilisation
of that accumulated knowledge.

Francisco Louça, on the other hand,
demonstrates the importance of the intricate network of cultural
values, social interactions and institutions of each society for
understanding innovation processes, and discusses how the match or
mismatch between socio-institutional systems and the degree of
techno-economic development in each period determine the long or
Kondratiev waves of economic growth and recession. Based on this
reasoning, the current crisis can be chalked up to the inability of
economic structures, institutions, regulations and social values to
keep pace with the technological revolution we are
experiencing.

David Mowery's essay offers an analysis of
the US National Innovation System over more than a century and
concludes that its results have largely depended on the decisions
made by private companies. For this reason, public innovation
policies should remain consistent over time and seek the approval
and support of the private sector.

Using data compiled by European
economists, Edward Lorenz and Bengt-Åke Lundvall empirically prove
that the structural traits of economies, like education systems and
labour market structures, have a significant impact on creativity,
and therefore on innovation.

The third section of essays examines
innovation from a "micro" perspective, exploring how innovations
are generated and what plans and mechanisms should be introduced in
organisations to generate and disseminate ideas and, above all, to
turn those ideas into innovative goods and services on the
market.

Alice Lam analyses the organisational
aspects of the innovation process and points out the need to
cultivate the learning and knowledge-building capacity of human
resources, but also to design flexible organisations that can adapt
to new technologies and processes.

In a revision of the conventional
"producer-centred" approach to innovation analysis, Eric von Hippel
reveals how users have become an important source of innovation
thanks to advances in computer science and improved connectivity.
Consequently, it is essential for companies to maintain a constant
dialogue with users and devise mechanisms for working with them and
making the most of their abilities.

Frank Moss describes the key cultural
aspects of the MIT Media Lab's "research style", one of which is
the creation of an environment of creative freedom that encourages
people to ask bold questions, where failure is perfectly acceptable
andwhere learning is an integral part of the creative process
(learning by doing).

The essay written by Curtis Carlson
illustrates the "best practices" for innovation developed at the
Stanford Research Institute, designed to improve the odds of
success for the innovative efforts of organisations.

Harry West focuses on "radical innovation"
and outlines the principal elements of Continuum's process for
designing and developing this type of innovation, which is the
hardest to standardise but has a much greater impact.

Pascal Soboll offers a complementary
perspective—that of the consulting firm Ideo—on how to create an
innovative culture in organisations, in such a way that innovation
is a priority for all departments rather than the exclusive concern
of a small group of "experts".

This third section concludes with Joaquim
Vilá, who highlights the pivotal role that senior executives must
play in implementing the changes required for an organisation to
achieve a robust innovative culture, and enumerates the fundamental
cultural factors that these executives must embrace and preach by
example.

The fourth and final segment is dedicated
to the application and impact—present and/or future—of innovation
in a number of relevant areas, sectors or activities.

Manuel Mira Godinho shows us how
innovation is largely responsible for the reduction of extreme
poverty in the world over the past several decades, and how it can
continue to eradicate this problem in the future. For this to
happen, developing nations must acquire policies and tools that
will allow them to obtain know-how, compete for R&D funding,
and join the global institutional framework, including the
necessary policies for handling environmental problems.

As one might expect of a book published by
a financial institution, this volume pays special attention to
innovation in the service industry, and more specifically in the
world of finance. Ian Miles points out that conventional academic
publications on innovation have tended to focus on manufacturing
industries; yet services represent a very large (and constantly
growing) chunk of the economy, and innovation in this sector
presents distinctive traits and demands. Developing
cross-disciplinary teams is a necessity in the service industry,
because innovations in this field usually involve the combination
of multiple goods and services, requiring knowledge of
technologies, institutions, regulations and social habits as well
as of specific types of customers and customer interfaces.

Robert Litan reviews the history of
financial innovation in recent decades and concludes that in many
cases it has had apositive effect, similar to that achieved
by innovation in any other industry, generating goods and services
that are better, cheaper and delivered to the buyers more quickly.
It is only when financial innovation focuses on the search for
mechanisms to increase leveraging to dangerous levels that it has
anegative impact, as the recent crisis clearly proves.
Therefore, the competent authorities must introduce policies that
will prevent the proliferation of "destructive" financial
innovations without stifling true, positive financial
innovation.

Xavier Vives picks up where Litan leaves
off, discussing the role that financial innovation has played in
the crisis and reminding us that every major technological change
(the railway or the automobile in their day and the internet in
ours) has been accompanied by a speculative bubble. Nevertheless,
innovation—particularly financial innovation—is essential for
economic development. Consequently, we must concentrate our efforts
on designing appropriate regulations for the development of
financial innovations that will bring private incentives into line
with general welfare interests.

Edward Rubin views innovation as
afundamental tool for solving the problem of climate change.
If we hope to achieve the international goal of stabilising the
levels of greenhouse gases in the atmosphere, we will have to apply
technologies that are still being developed or have not even been
invented on a massive scale. Public policy should focus on
providing the proper incentives.

Takanori Shibata addresses innovation in
the medical field, discussing the development of robots that can be
used as pets and have proven to be therapeutic. Hugh Herr and
Ernesto Martínez-Villalpando explain the tremendous potential of
technological innovations for improving the quality of life of the
650 million people around the world who live with some kind of
physical or mental disability.

Carlo Ratti and Nashid Nabian show how
innovation can generate "intelligent" cities that will provide
access to useful information in real time and a platform for
collaboration among their inhabitants, radically improving their
quality as living and working spaces.

Finally, Tod Machover explores the
applications of innovation in music through musical "tools" that
allow anyone to make music. This technology has great therapeutic
potential; however, on a more general level, it also offers a new
model of interaction between people and music that is much more
direct and creative.

INNOVATION IN THE FINANCIAL INDUSTRY

The financial industry is already caught
up in an intense, inevitable process of transformation, and the
driving forces behind it—technological progress and the social
changes it is bringing about—are equally intense and
inevitable.

We are currently witnessing the most
disruptive technological revolution since the advent of the
Industrial Revolution two centuries ago. The difference is that
only a small portion of the world took part in the technological
progress of the 18th and 19th centuries, while today's revolution
is spreading like wildfire across the entire planet. The reason for
this is simple: ours is not a revolution of the tangible
(production or transport of goods) but of the intangible. It is a
revolution of information. The cost of collecting, storing,
processing and sending information is falling rapidly. And just as
important—or perhaps even more so—is the fact that these new
possibilities are within reach of almost everyone on the planet,
thanks to the advent of personal computers, the internet and,
increasingly, mobile phones.

This phenomenon is changing people's
habits and behaviour in every area of their lives: the workplace,
recreational activities, communication and even interpersonal
relationships. Although all companies must deal with these changes
in their customers' lifestyles and in the production and
distribution processes, nowhere are their effects more drastic than
in the service industry, where the information component carries
much more weight (see Miles, 2000).

Banks are at the epicentre of this change.
Technological evolution and social changes have a deeper and more
direct effect on the financial industry than on most other sectors,
for its basic raw materials are information and money. And money,
in turn, can dematerialise and transform into accounting entries—in
other words, into data that can be stored, processed and
transmitted in real time and at costs so low that they are on the
verge of disappearing altogether.

It is true that banking has not
experienced—up until now—a transformation on a par with that
undergone by other information-based sectors, such as the music
industry. This is largely owing to the fact that banking has
historically been ahighly-regulated industry, subject to
close scrutiny and control by public authorities. It is also partly
due to the exceptionally benign economic and monetary climate of
the past several decades, which fuelled the intense growth of
financial activity and permitted a relatively high level of
inefficiency in the industry, including the survival of a
staggering number of financial institutions around the world—or, to
put it another way, a severe excess plant capacity.

However, not only is the transformation of
the industry inevitable, but it is also picking up speed with each
passing day. The primary reason is that the technological
revolution is introducing daily new and different ways of doing
things, and increasing the potential for cutting costs, while the
number of users who resort to non-traditional banking methods
continues to grow.

The second reason is that the current
crisis is imposing changes in various directions. Banks are
perceived as the "culprits" of the recession, and with good reason,
for a large number of institutions made some very serious mistakes
and chose to ignore the basic principles of banking: prudence,
transparency and even integrity (for a more detailed discussion of
this issue, see the essays by Edward Litan and Xavier Vives). As a
result of these mistakes, many banks have experienced serious
difficulties which caused some to go under and others to go through
a complete restructuring, generally funded by government bailouts.
The colossal amount of taxpayer resources poured into to saving
banks has severely tarnished the reputation of financial
institutions and the entire industry in the eyes of ordinary
citizens. Trust is what gives banks their competitive edge, but
over the past several years they have lost much of their customers'
trust, and the trust of society in general.

In addition, the crisis has triggered a
process of sweeping changes in banking regulations: borrowing
limits, higher capital and reserve requirements, the need for major
investments to improve risk and compliance systems, etc. All of
this boils down to less revenue and more expenditure—in other
words, a reduction in the current and future profitability of
financial institutions.

In short, banks must respond to the new
demands of their customers and of society, and they must face this
challenge with a damaged reputation, lower profits and slow growth
in the traditional banking business. This situation calls for a
radical transformation: banks must dramatically revise the way they
interact with their customers and take a qualitative (not
quantitative) leap forward in efficiency.

To a degree, these advances in efficiency
will be achieved by a drastic consolidation of the banking sector,
which has already begun. But the industry's true transformation
will be effected with the widespread and, above all, intelligent
use of technology as part of asustained process of
innovation.

In recent decades, banks have been among
the most important users of information and communication
technologies, which they have adopted with two primary goals in
mind: to cut costs and streamline processes to increase profit
margins, and to develop channels of communication other than the
conventional branch office.

Yet the original technological platforms
used by banks were first introduced several decades ago (in the
1960s and 1970s) and, in most cases, subsequent improvements in
functions were developed based on different, more modern
technologies, architectures and programs that were later added
and/or hooked up to the old system ad hoc.

If it were possible to visualise the
complete systems network of an average bank, it would probably
resemble nothing so much as a plate of spaghetti: a tangled web of
connections linking very different systems that have undergone a
long string of changes and partial updates over time.

This situation generates high maintenance
costs (for example, it is estimated that banks in the United States
devote 80% of their total investment in systems to maintenance and
only 20% to new developments). And, most importantly, it quickly
becomes untenable given the pace at which new technologies appear
and customers' habits and demands change.

Meanwhile, the internet revolution
continues to spread (internet users now account for nearly 30% of
the world's population). And the uses, capabilities and functions
of the internet are proliferating day by day. The internet has
become the leading source of information, an indispensable pastime
(today Europeans spend more time online than they do watching
television), and even a forum for personal relations: over 500
million people around the world now use social networks like
Facebook which did not even exist until a few years ago.

With each passing day, the internet is
gaining importance as a commercial and advertising space and as a
place where people on opposite sides of the globe can work together
as a team. The web is also the driving force behind the
fragmentation of production chains which facilitates the
outsourcing of services. In this field, services offered via cloud
computing represent a major breakthrough in terms of universal
access to data storage and processing at very low cost, and will
undoubtedly have far-reaching implications.

Internet usage has also received
atremendous boost from advances in mobile phone technology.
Thanks to these new devices, nearly 4.5 billion people (almost
three-quarters of the human race) are "online" and have almost
ubiquitous access to some level of information services, which has
a tremendous effect—yet to be quantified—on productivity.

Mobile phones come equipped with
increasingly more powerful and varied functions, functions that
will gradually be incorporated into other devices that people can
use anywhere, anytime (what has been dubbed the "Internet of
Things").

All this opens up countless windows of
opportunity, not only to cut costs but also, and most importantly,
to increase revenue.

In the most technologically advanced
countries, the challenge is to offer customers a wider array of
information-based products and services—and not just of the
financial variety—with a cost so nominal it is close to zero, and
to do it in the way that is most efficient, rapid and convenient
for users.

Technology also offers unprecedented
possibilities for tailoring services to meet the users' needs and
demands. To this end, the bank must provide customers with tools
that will allow them to participate in the actual process of
designing the service they wish to receive.

In developing nations, we find an array of
truly historic opportunities: firstly, because the majority of
global growth will be concentrated in these countries in the coming
decades; and secondly, because only 900 million people in the world
are currently bank customers, and there are over 2 billion
people—most of whom live in the world's least developed
countries—who do not have access to financial services. This
situation exists because, in the conventional model of production
and distribution, providing financial services that involve small
amounts to ascattered population is not a profitable
activity.

However, technology facilitates the
introduction of much more efficient models for producing and
distributing financial services—for example, through the use of
mobile phones. In addition to opening up ahuge new market for
banks, such a measure would have a tremendously positive effect on
the economic development of these countries and facilitate the
inclusion of the most disadvantaged collectives.

The technology needed to do all this
already exists and is improving every day. Anew scenario of
competition in the financial industry is taking shape, a stage on
which new competitors will soon emerge: companies, many of them
internet-based, with high brand awareness and none of the legacies
encumbering banks (obsolete systems, costly physical distribution
networks, etc.), and with the potential ability to introduce highly
efficient models for offering financial services.

The banks that want to compete in this new
league will have to undergo a profound transformation, but they do
have a few competitive advantages for initiating this change, the
most important being the vast amount of information they already
possess about their customers. This knowledge must become the
foundation for building a new business model, one that is firmly
entrenched in technology.

The fundamental tool of this new model
will be a much more modern and flexible technological platform
capable of absorbing all that information about customers and
exploring all possible points of contact with them. In this new
model, the existing network of branch offices must be given a
complete overhaul: physical distribution networks are only logical
if they can offer the users added value and are perfectly
integrated in a physical-virtual platform. This platform should
allow customers/users to interact with the bank at any time,
through any channel, with no interruptions or time lapses, in order
to quickly obtain financial or non-financial solutions at minimal
cost that are perfectly suited to their specific needs, and which
customers can even help to design if they so wish.

Parallel to this technological revolution,
banks must also undergo a sweeping organisational and cultural
transformation—a transformation that will allow them to restore
their reputation by offering transparency in dealings with
customers, speed and flexibility in responding to their demands,
and the creation of an innovative culture that allows them to find
solutions to the new challenges which technology and social changes
will continue to pose.

Only those banks which are capable of
undertaking this transformation will be able to participate in the
financial industry of the 21st century: an industry that will be
much more competitive than in the past, but which will also present
tremendous opportunities given the possibility of meeting people's
needs much more efficiently and providing universal access to
financial services in the world's least developed regions.

BBVA: AN INNOVATIVE PROJECT

At BBVA, long before the current crisis,
we have always tried to stay one step ahead of the pack, and we
have already started to build this new business model. Our project
is upheld by three pillars: principles, people and innovation.

Principles are the cornerstone of our
project. At BBVA, our efforts have always been guided by the
premise that ethics are not only desirable but also profitable.

Sustaining a corporate culture of
prudence, transparency and integrity at any cost is a difficult,
time-consuming task, and in some cases it even means sacrificing
short-term profits. But in the medium and long term, it is the only
way to ensure a project's sustainability.

Thanks to this culture of principles, BBVA
has managed to avoid the pitfalls that many of our competitors have
stumbled into in the recent past, and consequently our relative
position in the global banking industry has been strengthened.

The number-one priority of our project is
people, just as our vision states: "BBVA, working towards a better
future for people." We strive to build stable, long-term
relationships with our customers, relationships of trust based on
strict ethical conduct and an effort to provide them with the best
solutions to meet their needs efficiently, conveniently, and at the
best price.

And here is where the third pillar of our
project comes in: innovation. Creating a truly groundbreaking,
"customer-centric", rapid, simple and efficient model of
interaction, in which the customer receives the best his bank has
to offer, requires constant efforts to innovate in both the
organisational and cultural arena and in the technological field. I
would like to mention just a few of the initiatives we are working
on at present.

If we want to offer customised solutions,
the first order of business is to know our customers well. At BBVA,
like all banks, we have compiled a huge amount of information about
our customers. But turning that data into knowledge that can be
used to design products that will meet each customer's unique needs
and determine fair prices in accordance with his/her situation
means that we must equip ourselves with cutting-edge technology. At
BBVA we are leading the way in the application of data-mining and
creating intelligent algorithms that will allow us to anticipate
the future demands of our customers at any given time.

At BBVA, we have initiated a profound
transformation of our distribution network. We are already the
world's most efficient bank, but we continue to work on new branch
office configurations that are even more efficient, streamlined and
able to provide better service. Another project underway is the
design and construction of the best remote channels, equipped with
the best and most varied functions, so that customers can interact
with BBVA in whatever way is most convenient for them and help us
perfect the exact kind of service they prefer. The phone and the
computer were followed by the mobile phone, and these will soon be
joined by the iPad, television and any other devices to which
customers have access.

At BBVA, we are moving towards
adistribution model that goes beyond the contemporary concept
of multi-channel communication, where the physical office is the
heart of the system and the other channels are just useful
accessories. We are developing a seamless physical/virtual space
where customers can come and go between the branch office and the
virtual world as they please and in perfect continuity.

This space will give rise to a new
definition of a bank: a company that will offer other
non-financial, information-based services which incorporate the
users' own contributions and tap the potential of social networks.
And all this will be achieved by taking advantage of the growing
ubiquity and functionalityof mobile phones and the ability of
cloud computing to offer cheap universal access to all kinds of
information-related services.

In pursuing this goal, BBVA has an
important competitive advantage: a cutting-edge technological
platform, a platform that goes far beyond the conventional model of
banking systems and is capable of integrating all channels and all
sources of information. Thanks to this platform, a customer who
accesses the bank by any channel will always find the same BBVA,
with the same capacities, and will be able to jump from one channel
to another as he/she pleases without a hitch. This platform, which
we have been building since 2007, is currently 80% complete and
will be fully operational in less than two years.

BBVA has a vision for the industry's
future and has been working for years to make it a reality. But it
also has a strategy that combines this vision of the future with
the current reality and the prospects of each market and each type
of customer.

At BBVA we want to leverage the potential
of our model in high-growth markets. For this reason, in addition
to our strength in Latin America, we are building a solid franchise
in the United States (the world's largest market), we have a strong
presence in China and other Asian countries, and we are in the
process of acquiring significant interests in Turkey. In this way,
BBVA combines its strength in developed markets with a growing
presence in emerging economies, where most of the global economic
growth will be concentrated in the coming decades and where a high
percentage of the population still does not have access to
financial services—which means that the potential for growth in the
financial sector is staggering.

Our highly efficient model, firmly rooted
in technology, gives us a significant competitive edge over other
banks when it comes to meeting the needs of customers in developed
nations (highly sophisticated and with intensive technology usage).
But it is also essential for developing simple, inexpensive models
to provide large sectors of the population with access to banking
(as we are already doing in Latin America with mobile phones,
agents and bank cards) and to operate in huge markets where we do
not have a strong physical presence.

In summary, we have already made tangible
progress in our transformation process. However, we have also made
other "intangible" advances—or, if not strictly intangible, at
least difficult to quantify—derived from what we have learned after
all these years of constant work, and these are no less important
for the future of our institution.

Firstly, over the course of these years we
have refined and perfected our model of innovation. The journey
began back in 2004 with the creation of a Corporate Innovation
Department, and our initial approach was, in relative terms, more
focused on technological possibilities than on the demands of the
market and/or the customers.

This centralised department laid the
groundwork for evolving towards an innovation "spread" among the
different areas of the group. At the same time, the people who are
in direct contact with customers have become our principal source
of ideas, and technology is now viewed as a tool—an indispensable
one—for materialising those ideas.

Meanwhile, at BBVA we have evolved towards
a more open model of innovation in which we cooperate with a
variety of institutions; in fact, representatives of many of them
(MIT, SRI, Continuum, Ideo, etc.) contributed essays to this book.
This model also factors in the increasingly important element of
customer input, opening up a new space for innovation promoted by
the users themselves—which, as Von Hippel points out, is quickly
becoming a major source of innovations (Von Hippel, 2005).

However, the most important thing may be
that this process of "learning by doing", the practice of
innovation, has brought about a profound cultural change in the
people who work for our organisation. Today BBVA has more and
better leaders, leaders who are spearheading the transformation of
BBVA. And the entire BBVA organisationhas embraced a new
culture that is open, hasapositive attitude towards
change, and accepts and encourages flexibility, initiative,
accountability, learning and knowledge as values that will give us
a decisive competitive edge. This culture also responds to the
growing demands and high standards of society with solid ethical
principles, transparency and good governance as the keys to earning
and maintaining the trust of our customers.

In short, at BBVA we have gone from
atraditional corporate culture, with elements inherited from
a time when banking was asemi-official, micromanaged
industry, to a culture that will allow us to achieve our ambition,
which is nothing less than to lead the transformation of the
financial industry in the 21st century.

The end goal of this transformation is
anew financial system, capable of stimulating growth and
sustainable development and of offering more useful, high-quality
solutions to meet the needs of more people around the world.

The force that fuels this transformation
can only be the thirst for knowledge. This is the driving force
behind the project of the BBVA Group, and the publication of this
book was inspired by our desire to express and share that
motivation.
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Decades of research in social psychology
have captured the surprising ability of people to "read" one
another. In contexts as different as evaluating classroom teachers,
selecting job applicants or concluding jury deliberations, human
judgments are made on the basis of extremely thinslices of
observational data. Across a wide range of studies, psychologists
find that research subjects on average accurately predict outcomes
in such pursuits 70% of the time. That success rate holds when
predicting end results occurring days, weeks or even months
later.

How is this possible? My theory is that
our ability to read each other starts with what are known in
biology as honest signals. Evolutionary models predict that all
social species are likely to develop honest signals, a reliable
communication system that develops to coordinate behavior between
individuals. Typically the signals include gestures, expressions or
calls. Not only are they usually trustworthy cues, honest signals
are also unusual because they appear to trigger changes in people
receiving signals that are advantageous to the people who send
them.

It's likely that human ancestors used such
signals to coordinate their actions long before sophisticated human
language evolved. A relative newcomer in hominid evolution,
language was likely layered upon older primate signaling mechanisms
that used social network strategies to find resources, make
decisions and coordinate group action. By better understanding
their influence today, we can shed light on the structure and
function of modern social networks. For instance, honest signals
can increase the energy level within a hunting team or, for that
matter, a creative team through contagious excitement. They create
a more cohesive family group by increasing empathy and trust
through mimicry signaling.

When we watch a conversation between two
people and carefully measure the timing, energy and variability of
the interaction, we find several examples of honest signals. My
research group concentrates on four components of this human
signaling. Mimicry is the reflexive copying of one person by
another during a conversation, resulting in an unconscious
back-and-forth trading of smiles, interjections and head nodding.
Activity indicates interest and excitement, familiar to us from the
connection between excitement and the activity level of children.
Influence of one person over another can be measured by the extent
to which one person causes the other person's pattern of speaking
to match theirs. And consistency, or fluidity, of speech and
movement is perceived as a marker of expertise.

To measure the impact of these very
ancient social signals, we developed some very modern tools and
practice what we call reality mining. We collect data mostly with
custom-designed electronic badges and sometimes with "smart" phones
and other electronic devices. The instruments uncover and quantify
the role that some social signaling mechanisms play in everyday
decision-making. By examining the back and forth of signaling
behavior in dyads and small groups—paying no attention to words or
the identity of individuals—we can accurately predict outcomes of
speed-dating encounters, job interviews, even salary negotiation
outcomes to within $1,000. In a wide variety of situations ranging
from business management to first dates to the effects of political
opinion, we find that roughly 40% of variation in outcomes can be
attributed to signaling-based models of social information
processing. That is equivalent to the estimated influence of
genetic makeup on individual behavior and is far too large, we
believe, to ignore.

Influential Communication

Honest signals influence critical
activities including negotiation, group decision making and group
management. In fact, they are accurate predictors of human
behavior. For example, if one member of a group is happy and
bubbly, others will tend to become more positive and excited—an
effect known as mood contagion. Moreover, this signaling-induced
effect on mood serves to lower perceptions of risk within groups
and increase bonding. Similarly, people tend to mimic each other
automatically and unconsciously. Despite being unconscious, this
mimicking behavior has an important effect on participants: It
increases how much they empathize with and trust each other. Not
surprisingly, negotiations with lots of mimicry tend to be more
successful, no matter which party starts copying the other's
gestures first.

Each of these signals likely has roots in
biology, specifically in our brains. Mimicry is believed to be
related to cortical mirror neurons, a distributed brain structure
that seems to be unique to primates and is especially prominent in
humans. Mirror neurons react to other people's actions and provide
a direct feedback channel between people. Newborns, for instance,
mimic their parents' facial movements despite their general lack of
coordination. Similarly, our activity level is related to the state
of our autonomic nervous system, an extremely old neural structure.
Whenever we need to react more vigorously—say in fight-or-flight
situations or when sexually aroused—this system increases our
animation levels. On the other hand, we tend to be listless and
less reactive when our autonomic nervous system is blunted, as
during clinical depression. The relationship between autonomic
nervous system function and activity level is sufficiently close to
enable us to use it accurately to estimate the severity of
depression.

The Habitual and Attentive Mind

How do social signals interact with
language? Evolution rarely discards successful working parts. It
generally either builds additional structures while retaining the
old capabilities or subsumes old structures as elements of the new.
When our language capabilities began to evolve, our existing
signaling mechanisms most likely were incorporated into the new
design. The question, then, is how has modern human society been
shaped by our ancient signaling mechanisms, and to what extent do
these mechanisms still govern our lives?

A partial answer to this question can be
found in the work of psychologist Daniel Kahneman and artificial
intelligence pioneer Herb Simon, both Nobel Prize winners. Each
embraced a model of a human mind with two parts: a habitual,
automatic, and largely unconscious mind, along with an attentive,
reasoning and largely conscious mind. It is likely that the
habitual mind represents an older system and is similar to the
mental capabilities of early humans: fast, good at complex
trade-offs and associations, but not very adept at what we think of
as abstract reasoning. Correspondingly, the communication abilities
of this early human mind would likely be limited to signaling and
simple signs. Although this habitual mind is quite capable of
learning new behaviors through experience or mimicry, such learning
is likely limited to associations among perceptual features.

The ability to go beyond association-based
learning may be the key contribution that the attentive mind makes
to the fitness of our species. There are inherent limitations on
what associational mechanisms learn and Kahneman has speculated
that these limitations probably spurred the evolution of the
attentive mind. In addition, the linguistic capabilities of the
attentive mind can allow much faster spreading of new behaviors
among a population.

Of Kith and Kin

One of the surprising conclusions from our
studies of social signaling in everyday situations is that the
attitudes and actions of peers, rather than logic or argument,
often dominate people's beliefs and actions. It seems that our
forebears understood this intuitively and even had a name for it:
kith. "Kith and kin" is a thousand-year-old phrase that still rings
familiar, but most of us don't know the meaning of "kith." The word
derives from the old English and old German word for knowledge, and
it means a more or less cohesive group with common beliefs and
customs. These are also the roots for "couth," which means to act
with a high degree of sophistication, as well as its more familiar
counterpart, uncouth. Thus, your kith is the circle of peers (not
just friends) from whom you learn sophisticated habits of
action.

It seems that 1,000 years ago the English
had the right idea about how people learn. We are ruled by common
sense, the habits our kithmates have in common. This social
learning works by modifying us through social pressure (usually
mediated by social signaling), instead of through critical
reasoning. The use of kithmates to form "common sense" habits of
action is another clue to how early humans may have leveraged the
social signaling mechanisms to make better decisions.

It is possible that allowing for more time
around the water cooler or coffee pot may be the simplest way to
increase workers' productivity. Why? In our studies of more than a
dozen organizations, we have found that cohesion among peer
employees —kithmates—is one of the largest factors in both
productivity and job satisfaction. In these instances, cohesion is
defined as how connected kithmates are with each other. That is, do
the people you talk to also talk to one another? How tightly woven
and interconnected is your peer network?

In one study in Chicago, we used
electronic badges to monitor the social signaling and
conversational patterns of information technology. The badges were
fitted with infrared sensors, Bluetooth location measurement and
accelerometers to measure body movement, and recorders that
captured the pitch and pace of voices. We found that peer-group
cohesion was a central predictor of productivity. In fact, workers
whose group cohesion was in the top third had more than 10% higher
productivity when compared to the mean. This result underscores the
extent to which we are social animals and that our connection with
our peers at a local level is vitally important. With increased
cohesion comes an increase in things such as shared tacit
knowledge, attitudes and work habits, and social support. In other
words, much of the important information about how to be successful
and productive at a job is likely to be found around the water
cooler.

Tapping Collective Intelligence

But are people always confined by common
sense—that is, the beliefs of those around them? To answer that, it
is important to understand how social signaling mechanisms help
people decide when to be guided by kithmates and when to follow a
separate path. From a theoretical point of view, perhaps the
simplest, most effective way to integrate common sense into
people's actions is through an idea market. Idea markets resemble
voting but instead of building on single votes per person, we allow
people to express their expectation of the returns associated with
multiple courses of action. For instance, how much food will we
find if we go over the hill? How much will we find if we go across
the river? And so forth for each alternative. One can think of
these expectations as bets and use standard probability theory to
weight the bets in proportion to their expected payoff. In this way
we can select the action that maximizes the expected return and
minimizes the risk.

It is easy to create idea markets using
social signaling. Everyone bets on each suggested action by
signaling a level of interest. Then group members "add up" the
signaling to pick the option with the most positive signaling. This
method of decision-making doesn't require language. In order to
pick the winning course of action, each participant must only
signal to the rest of the group how interested they are in each
alternative and then be able to read the group's combined
signaling. Animal behavior research supports the idea that this is
what both bees and ape troops do when deciding about group
movements. It also is similar to the initial reaction signaling
seen in business meetings. Those "ums," "ahs" and "hmms" so common
in conference rooms, along with the animated or slack body
postures, suggest how our modern decision- making processes
preserve and leverage these ancient mechanisms.

Still, the challenges individuals face
change dramatically over time. As a consequence, social signaling
mechanisms must be able to quickly select the right kithmates to
help solve the newest problems. This really is a question of
identity: The character of the problem determines who will be the
best kithmates for learning new, effective actions. This poses a
problem for decision making by social signaling, however, because
when people are faced with new important decisions, they need to
quickly form peer groups that are relevant to the problem. Thus, we
need to determine whether or not people dynamically form
problem-defined kith groupings in modern daily life.

To test this idea we monitored the social
signaling and patterns of interaction for 81 residents in an MIT
dormitory during the 2008 presidential elections, giving them smart
phones that could track who spoke face-to-face with whom. What we
found is that when politics became especially prominent, as during
a presidential debate, the students shifted their groupings and
began to selectively spend time with others who shared the same
ideological position, excluding those holding opposing opinions.
This was not true of more remote channels of communication such as
phone calls; those remained unchanged, perhaps because they are
less effective at conveying social signals.

Further, the extent to which students
formed a cohesive kith with people with similar opinions predicted
their level of interest in the presidential race, their
liberal-conservative balance and even their eventual voting
behavior. For first-year students, the magnitude of this effect was
similar to the effects detected in other experiments evaluating
political advertising and media exposure. The finding reinforces
the view that when people are faced with important decisions, they
do tend to form into cohesive, reinforcing peer groups, providing
the social context and reinforcement for their choices.

Whence Creativity?

We have seen that these signals have a
major effect on person-to-person interactions and on group
behavior, but do they influence even our most sophisticated
abilities? As it turns out, the humble honeybee has much to tell us
about the flow of information in social species. The notion that
worker bees search for good food sources and then return to the
hive and use waggle dance signaling to communicate the distance and
direction of the food source is common knowledge. Less well known,
though, is that bees use this same mechanism as the basis for an
elegant approach to group decision-making.

One of the most important group decisions
made by a bee colony is where to locate a nest. Bees seem to use a
kind of "idea market" to guide their discovery: the colony sends
out a small number of scouts to survey the environment. Returning
scouts who have found promising sites signal their discovery with
an intense, active dance. As a result of this social signaling,
more scouts are recruited to the better sites. This cycle of
exploration and social signaling continues until, eventually, so
many scouts are signaling in favor of the best site that a tipping
point is reached and the hive moves en masse.1

The bees' decision-making process
highlights information integration as well as information
discovery, two processes crucial to every organization, but each
with different requirements. The solution suggested by the bees is
to alternate between the multiple networks that are best for
discovery and the richly connected single network that is best for
integration. Networks—whether apian or human—that vary their
communication structure as needed are able to shape information
flow to optimize both discovery and integration.

Our studies at MIT have shown that this
same sort of oscillation between discovery and integration seems to
be characteristic of creative teams of people. In one study we
tracked employees in the marketing division of a German bank,
capturing information about their social signaling during each
encounter. Analysis of the data showed that teams charged with
creating new marketing campaigns oscillated between two
communication patterns. In one they placed themselves in the middle
of multiple streams of communication, what we call a centralized
communication pattern that is associated with discovery. In the
second, they engaged in a densely interconnected pattern of
communication where most conversations were with other team
members. In contrast, members of production groups showed little
oscillation, speaking almost entirely to other team members. A
second study demonstrated that creative teams not only had more
variation in the shape of their social communication network, but
also that the range of variation in network shape correlated with
how creatively productive the groups judged themselves to be. In
other words, oscillation in the shape of these networks can predict
creative productivity, at least as defined by the people in the
networks.

Why might this pattern promote greater
creative output? One way to interpret these findings is that this
pattern of oscillation brings new information to a group for
integration into our habitual minds. Because the habitual mind uses
association rather than logic, it can more easily make intuitive
leaps and find new, creative analogies. It can take the experience
of a new situation, let it "soak in" for a while and then produce
an array of analogous actions. There is considerable literature
showing that unconscious cognition is more effective than conscious
cognition for complex problem solving. The habitual mind seems to
work best when the more logical attentive mind isn't interfering,
such as during sleep or when we are "turning it over in the back of
our mind.' In contrast, the attentive mind provides insights into
our actions, helping us detect problems and work though new plans
of action.

The Power of Charisma

Although using social signaling mechanisms
for making decisions appears to be good for combining action
alternatives and interests, it is likely not to be good for
learning new behaviors. This is because the "idea market"
combination mechanism tends to select only consensus views and is
unfriendly to new or unusual alternatives. It leads to a very
stable, conservative social group. This resistance to change raises
the important question of how social signaling mechanisms might
have facilitated learning of new action habits from examples
outside the community.

One possible mechanism is the phenomenon
of charisma. Although no one has fully defined charisma, research
subjects reliably agree on its characteristics. In particular, most
report that charisma is much more than just word choice or
argument. We can understand at least a pedestrian sort of charisma
if we define it by its operational characteristics: an unusual
ability to convince others to try out a new behavior. Under this
definition, people who are good at pitching business plans,
building high-performance teams and succeeding at similar
activities demonstrate the quality. Importantly, many of these
charisma-like effects seem to involve social signaling. In our
studies, we have observed that there is a certain style of social
interaction—one that we can identify quantitatively and
automatically by computer processing of voice and gesture—that is
highly predictive of success at influencing others' behavior in a
variety of situations.

To illustrate, consider our study on
business-plan pitches. In that study, a group of rising-star
business executives gathered at MIT for an important task. Each
executive presented a business plan to the group, and the group
then chose the best ideas. The executives wore our badges, which
captured their styles of social signaling. By analyzing that
signaling, we were able to predict with a high degree of accuracy
which business plans the executives would choose. Our executives,
it seems, were busy measuring the social content of the
presentations, quite apart from the spoken, informational part.

To understand why this makes sense,
consider the situation in more detail. Imagine you are listening to
a business plan pitch on an unfamiliar topic. Although you don't
know much about the subject, the speaker's presentation is fluid
and practiced. Also, the speaker is noticeably energetic and
clearly excited. Your habitual mind says to itself, "Well, I may
not know much about this, but she is clearly expert and she is
excited … so I guess it must be a good plan." This successful
presentation style is charismatic by our definition because it is
effective at convincing people to consider new behaviors.

Similarly, another recent study from our
research group focused on executives attending a one-week intensive
executive education class at MIT where the final project, again,
was pitching a business plan. This time we used our electronic
badges to observe the executives during a mixer on the first
evening of the course. And we found that their social styles at the
mixer were predictive of how well their teams' business plans would
be perceived at the end of the course. The most successful style is
what we call the "charismatic connector". These people circulated
in the crowd, practiced intense listening, had fluid speaking
styles and tended to drive conversations with questions.

The more charismatic connectors a given
team had among its members, the better the team was judged during
the business-plan pitch. The reason seemed to be that the members
worked together better. In teams whose social style is dominated by
these charismatic connectors, team discussions were characterized
by more even-handed turn-taking, high levels of engagement and
higher productivity. These two characteristics—charisma and
connector—usually go together. We have found that the people who
have the most consistent and influential style of speaking are also
the people who are the greatest connectors. People whose social
networks cross many different groups are exactly those people who
display a charismatic style of interaction.

Under the Signaling Influence

Our research suggests that people's
behavior is much more a function of their social network than
generally imagined. Humans truly are social animals, and
individuals are best likened to musicians in a jazz quartet,
forming a web of unconscious reactions tuned to exactly complement
the others in the group. These various studies from my research
group all serve to demonstrate that this immersion of self in the
surrounding social network is the typical human condition, rather
than an isolated example found in exceptional circumstances. Our
ancient reflexes for unconscious social coordination fuse us
together into problem-oriented peer groups—our kith. And those
groups strongly influence our actions every day.

What practical conclusions can we draw
from this? These results tell us that individuals should
consciously work toward having a cohesive, engaged set of
kithmates, helping them adopt more effective habits of action.
There is solid evidence that people with cohesive and engaged
kithmates are not just more productive and creative but that they
are also happier, more resilient and more satisfied. And how can
one go about collecting this set of valuable mates? The charismatic
connector style of signaling we have uncovered may be the single
most important factor in promoting the success of group activities,
by creating a contagious positive mood, increasing trust and
encouraging more even, socially aware participation. It may be time
to begin training people to become more like these connectors.

Reality mining offers insights this
promising because its large datasets reveal social patterns that
once were invisible. And they can embed, in real-time, pictures of
hundreds, even thousands, of people working together. Of course
this method raises ethical issues that must be addressed. Such data
also pose a potential threat to individual privacy. Because of
that, it is important that individuals rather than corporations own
data resulting from reality mining. To my mind, that would place
control of their use with the observed individuals, where it
belongs. And it would also allow the owners to derive personal
value from the data. That would create a fair market for public use
of such an important knowledge source as we strive to understand
how it really is that we work together.
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Introduction

In this paper, I have tried to bring
together a number of strands of work carried out over the last
thirty years, both as an archaeologist and as a generalist social
scientist, concerned with the very long-term history of human
evolution and some of its implications for the challenges of the
21st century. The result is a very personal perspective that
notably differs from the contributions of many colleagues in that I
have from the outset posited that what characterizes modern human
(Homo sapiens sapiens)1 behavior
and modern human societies is information processing that includes
learning and learning how to learn (second-order learning, see
Bateson 1972), as well as categorization, abstraction,
(hierarchical) organization and related phenomena. Moreover modern
humans communicate between themselves by various kinds of symbolic
means, and have the capacity to transform their natural and
material environment in many different ways, and at many spatial
and temporal scales. As a result, this paper does diverge from the
usual population-based Darwinian thinking about human evolution
(e.g. Boyd and Richerson, 1985 etc.) in that, for the later periods
(cf. Lane et al., 2009), it focuses on 'organization
thinking'—studying the evolution of the ways in which human beings
process information, organize themselves, and transform the world
around them.

Necessarily, this paper takes the shape of
an introductory summary of many of the underlying arguments about
the trajectory of human evolution and the aspects of that history
that are particularly relevant to the present and the future. Where
possible, I have referred to papers and other publications that
elaborate my main train of thought. However, I have kept other
references to a minimum, not wanting to load the argument with the
many doubts and discussions that have occurred in the
anthropological and archaeological community over the period of
gestation. I have thus been able to reserve space to point out some
of the implications of this approach for present-day challenges, in
particular the contradiction between two of today's favorite
buzzwords: 'innovation' and 'sustainability'.

The evolutionary history of the human
species, and in particular its cognitive and organizational
capacity, is here seen as consisting of two parts, the first of
which is essentially biological (the growth of our brain and its
cognitive capacity), whilst the second is essentially cultural
(learning to exploit the full capacity of the brain). Hence, this
paper is divided into three major sections, describing respectively
1. the biological evolution, 2. the cultural evolution and 3. the
implications of the species' past history for our present-day
challenges.

It should be emphasized that each of these
three sections is based on insights and knowledge from different
disciplines and sub-disciplines. The first part derives from
arguments in evolutionary biology and evolutionary psychology, and
therefore is based on an essentially life-science epistemology and
argument, and data deriving from ethology, palaeo–anthropology and
cognitive science. It attempts to reconstruct the evolution of the
human species leading up to its present-day capabilities by
comparing living primates, the fossil remains of—and the artifacts
made by—humans at various stages of their development, and the
physical and behavioral characteristics of modern human beings.
This leads to a patchwork of data-points and ideas that, in so far
as it coherently holds together, derives its principal interest
from the fact that it raises new questions and provides a basis for
the arguments in the second part.

That part, on the other hand, derives from
arguments in archaeology and history, which are based on humanities
and social science epistemologies respectively, and data and
insights from archaeological, written historical and modern
observational sources. It attempts to outline the development of
societal organization from small roaming gatherer-hunter-fisher
bands, via villages, urban systems and empires to the present day
global society, with a focus on the role and forms energy and
information play in that development. In doing so, I am using the
constraints and opportunities afforded by the bio-social nature of
our species to explain observed phenomena in human history, and
couching the explanation in systemic terms, which many
archaeologists and most historians would have difficulty
recognizing. And to add insult to injury, I am doing so at a level
of generalization that is beyond any commonly used in these
disciplines.

My justification for doing this is the
fact that most, if not all, trans-disciplinary research must aim to
"constructively upset the practitioners of all the disciplines
involved" in order to raise new questions and challenges to be
considered by the communities practicing these disciplines as well
as by others, and thus to 'stretch the envelope' of our knowledge
and insights. The direction in which I have attempted to stretch
that envelope is given by the fact that this paper intends to make
a contribution to the current sustainability debate.

In the third part of the paper, I have
tried to outline how the bio-social nature of human beings and the
course of the history of the species over the last 12,000-15,000
years have conspired to create the dilemma that we face today: "How
do we use the human capacity to innovate, the unbridled use of
which during the last three centuries has caused the
unsustainability of our current mode of life, to attain a more
sustainable society?" The short answer is clearly: "We must use our
capacity to innovate in a different way!" This third part of the
paper therefore ends with some suggestions derived from observing a
fundamental weakness of our current scientific thinking—the
capacity to derive lessons from the past for the future.

The evolution of the human brain

The first part of the story concerns the
physical development of the human brain and its capacity to deal
with an increasing number of simultaneous information sources. The
core concept that is most relevant here is the evolution of the
short-term working memory (hereafter STWM), which determines how
many different sources of information can be processed together in
order to follow a particular train of thought or course of action.
There are different ways to reconstruct this evolution (Read and
van der Leeuw, 2008, 2009). Indirectly, it can be interpolated by
comparing the STWM of chimpanzees (our closest common ancestor in
the evolutionary tree that produced modern humans) to that of
modern human beings. 75% of chimpanzees are able to combine three
elements (an anvil, a nut and a hammerstone) in the act of cracking
the nut, which leads us to think that the STWM of chimpanzees is 2
± 1 (because 25% of them never master this). Experiments with
different ways of calculating the human capacity to combine
information sources, on the other hand, seem to point to an STWM of
7 ± 2 for modern humans. This difference coincides nicely with the
fact that chimpanzees reach adolescence after 3-4 years, and modern
humans at age 13-14. It is therefore assumed that the growth of
STWM occurs before adolescence in both species, and that the
difference in age of adolescence explains the difference in STWM
capacity (Figure 1, cf. Read and van der Leeuw,
2008:1960).

Another approach to corroborating the
growth of STWM is by measuring encephalization—the evolution of the
brain-to-body-weight ratio of modern humans' ancestors through
time. The evolution of these ratios is based on the skeletal
remains of each subspecies found and, as shown in Figure 3,
corresponds nicely to the evolution of the STWM as has been
established based on the way and extent to which these ancestors
were able to shape stone tools (cf. Read and van der Leeuw, 2008:
164).

Whereas both these approaches depend in
fact on extrapolation and therefore do not provide any direct proof
for our thesis, the study of the way and extent to which the
various subspecies and variants preceding modern humans have been
able to shape stone tools does provide some direct evidence, which
is summarized in Table 1. That table links the evolution of actions
in stone tool making with the concepts that they define, the number
of dimensions and the STWM involved with the stone tools that
provide examples of each stage.

In order to explain the development
involved, I will use an example: the mastering of three-dimensional
conceptualization and manufacture of stone tools (cf. figure 2 a-d)
(Pigeot, 1991; van der Leeuw, 2000). The first tools are
essentially pebbles from which at one point of the circumference
(generally where the pebble is pointed) a chip has been removed to
create a sharper edge (fig. 2a). Removing the flake requires three
pieces of information: the future tool from which the flake is
removed, the hammerstone with which that is done, and the need to
maintain the two at an angle of less than 90º at the time of the
blow. Here, we therefore have to do with proof of STWM 3. In the
next stage, this action (flaking) is repeated along the edge of the
pebble. That requires control over the above three variables, and a
fourth one: the succession of the blows in a line. STWM is
therefore 4 (figure 2b). Next, the edge is closed: the toolmaker
goes all around the pebble until the last flake is adjacent to the
first. By itself, this is not a complete new stage, and we have
called this STWM 4.5. But once the closed loop is conceived as
defining a surface the knapper has two options. Either to define a
surface by knapping an edge around it and then taking off the
centre, or to do the reverse—take off the centre first, and then
refine the edge. The conceptual reversibility shows that the
knapper has now integrated five dimensions, and that his or her
STWM is 5 (figure 2c). The next stage again develops sequentiality,
but in a more complex way. In the so-called 'Levallois' technique,
making one artifact serves at the same time as preparation for the
next, by dividing the pebble conceptually in two parts along its
edge. And finally, the knapper works completely in three
dimensions, preparing two surfaces and then taking flakes off the
third. At this stage, STWM 7 (figure 2d), for the first time the
knappers are able not only to work a three-dimensional piece of
stone, but also to conceive it as three-dimensional and adapt their
working techniques accordingly, greatly reducing loss and
increasing efficiency.

Closely observing the tools and other
traces of human existence available around 50,000 BP indicates
that, after some 2,000,000 years, people at that time could (van
der Leeuw, 2000):

• distinguish between reality and
conception;

• categorize based on similarities and
differences;

• in their thinking, feed-back,
feed-forward and reverse in time (e.g. reverse an observed causal
sequence, in order to conclude from the result what kind of action
could achieve it);

• remember and represent sequences of
actions, including control loops, and conceive of such sequences
that could be inserted as alternatives in manufacturing
sequences;

• create basic hierarchies, such as
point-line-surface-volume, or hierarchies of size or inclusion;

• conceive of relationships between a whole
and its constituent parts (including reversing these
relationships);

• maintain complex sequences of actions in
the mind, such as between different stages of a production
process;

• represent an object in a reduced set of
dimensions (e.g. life-like cave paintings).

The innovation explosion: mastering matter and
learning how to put the brain to best use

After 50,000 BP2, and especially after around 15,000 BP, we
see a true 'innovation explosion' occurring just about everywhere
on Earth. The sheer multitude of inventions in every domain is
truly astonishing, and accelerates up to the present day. There is
no reason to assume further developments of the human STWM, as the
experimental evidence indicates that modern humans currently have
the capacity to deal simultaneously with at most seven, eight or
sometimes nine dimensions or sources of information, but even a
superficial scrutinyof modern technologies, languages and
other achievements shows the wide variety of things that can be
achieved with a STWM of 7±2. We would therefore argue that for this
next phase, from about 50,000 BP to the present, the biology of the
mind does no longer impose any constraints, and the emphasis is on
acquiring the fullest possible range of techniques exploiting the
STWM capacity available.

The emergence of improved technologies

We can distinguish several phases in that
process. In the first, the toolkit explodes, but the
gatherer-hunter-fisher mobile lifestyle remains the same. Some of
the many cognitive operators that emerge in that first stage are
(van der Leeuw, 2000):

• the use of completely new topologies
(e.g. that of a solid around a void, such as in the case of a pot
or basket);

• the use of many new materials to make
tools with. Although it is difficult to prove that these materials
were not used earlier, nevertheless, one observes from this time
onwards objects in bone, as well as wood and other perishable
materials;

• the combination of different materials
into one and the same tool (e.g. hafting small sharpened stone
tools into a wooden or bone handle);

• the inversion of the manufacturing
sequence from reductive (one that begins with a big object (a block
of stone) and successively takes smaller and smaller pieces off it)
to gain control over the shape, to additive (where tiny particles
(clay, fibers) are combined into larger, linear objects (threads,
coils) and then into a two-dimensional object (such as a woven
cloth), that is then given shape (by sewing) to fit a
three-dimensional object (a piece of clothing), etc. This implies
the cognition of a wide range of scales;

• stretching and chunking the sequence of
actions kept in the mind: distinguishing between (complex)
preparation stages (e.g. gathering of raw materials, preparing
them, shaping of pottery, drying, decorating, firing) yet being
able to link the logic of manufacture across these stages (adapt
the clay to the firing technique, etc.),

The resulting explosion of new tools
characterizes the period until about 13,000 BP (in East Asia) or
10,000 BP (in the Near East). But the subsistence mode was still
characterized by a multi-resource strategy of harvesting various
foodstuffs in the environment, but now including a wider range
facilitated by the new toolkit, adapting to change (weather,
availability of food) by moving around, albeit over increasingly
limited distances, so as to always stay below the carrying capacity
of the environment. In effect, people lacked the know-how to
inter-act with their environment; they could only re-act to it.
Uncontrollable change and risk were the order of the day, but
people did minimize risk where they could (cf. van der Leeuw,
2000).

The first villages, agriculture and herding

In the next stage, c. 13,000-10,000 BP,
the continued innovation explosion changed the whole lifestyle of
many humans. The acceleration was so overwhelming that in a few
thousand years the whole way of life of most humans on earth
changed: rather than live in small groups that roamed around,
people concentrated their activities in smaller territories,
invented different subsistence strategies, and in some cases
literally settled down in small villages (van der Leeuw, 2000, 2007
and references therein).

Together, these advances greatly increased
the number of ways at people's disposal to tackle the challenges
posed by their environment. That rapidly increased our species'
capability to invent and innovate in many different domains,
allowed it to meet more and more complex challenges in shorter and
shorter timeframes, and thus substantively increased humans'
adaptive capacity. But the other side of the coin was that these
solutions, by engaging people in the manipulation of a material
world that they now partly controlled, ultimately led to new, often
unexpected, challenges that required the mobilization of great
effort in order to overcome them in due time.

As part of this process, a number of
fundamental changes occurred. First of all, the relationship
between societies and their environments became reciprocal: the
terrestrial environment from now on did not only impact on society,
but society also impacted on the terrestrial environment. As a
result, sedentary societies tried to control environmental risk by
intervening in the environment, notably by: 1.narrowing and
optimizing the range of their dependencies on the environment;
2.simplifying or even homogenizing (parts of) their
environments; and 3.spatial and technical diversification and
specialization (cf. van der Leeuw, 2000). The new subsistence
techniques introduced, including horticulture, agriculture and
herding, narrowed the range of things people depended on for their
subsistence. In the process, certain areas of the environment were
'cleared' and dedicated to the specific purpose of growing certain
kinds of plants. This required investment in certain parts of the
environment, devoting those areas to specific activities and
delaying the rewards of the investment activities. Clearing the
forest and sowing resulted only a year later in a harvest, for
example.

The resulting increase of investment in
the environment in turn anchored different communities more and
more closely to the territory in which they chose to live. People
now built permanent dwellings using the new topology (upside down
containers), and devised many other new kinds of tools and
tool–making technologies facilitating the new subsistence
strategies practicable in their environment (e.g. the ard, the
domestication of animals, baskets and pottery for storage, pottery
for boiling). Without speaking of (full-time) 'specialists',
certain people in a village began to dedicate more time, for
example, to weaving or pottery-making, and in doing so provided the
products of their work to others in exchange for some of the
products these others produced. Differences in resource
availability and technological know-how thus led to economic
diversification and, in order to provide everyone with the things
they needed, the emergence of trade.

The symbiosis that thus emerged between
different landscapes and the ways invented and constructed by human
groups to deal with them, by narrowing the spectrum of adaptive
options open to the individual societies concerned, drove each of
them to devise more and more complex solutions, with more and more
unexpected consequences that then needed to be dealt with in
turn.

In keeping with my fundamental tenet that
information processing is crucial to such changes, I attribute the
changes outlined in this section to the beginnings of a new
dynamics, in which learning moved from the individual to the group
because the dimensionality of the challenges to be met increased
beyond the capability of individuals to deal with them. This
involved the emergence of the following feedback loop (van der
Leeuw, 2007):

Problem-solving structures knowledge —>
more knowledge increases the information processing capacity —>
that in turn allows the cognition of new problems —> creates new
knowledge —> knowledge creation involves more and more people in
processing information —> increases the size of the group
involved and its degree of aggregation —> creates more problems
—> increases need for problem-solving —> problem-solving
structures more knowledge … etc.

It enabled the continued accumulation of
knowledge, and thus of information-processing capacity, which in
turn enabled a concomitant increase in matter, energy and
information flows through the society, and thus the growth of
interactive groups. But this growth was at all times constrained by
the amount of information that could be communicated among the
members of the group, as miscommunication would have led to
misunderstandings and conflicts, and would thus have impaired the
cohesion of the communities involved. Communication stress did in
my opinion provide the incentive for 1.improvements in the
means of communication (for example by 'inventing' new, more
precise, concepts with which to communicate ideas (cf. van der
Leeuw, 1982), and 2.a reduction in the search time needed to
find those with which one needed to communicate (by adopting a
sedentary lifestyle).

Finally, as the social system diversified,
and people became more dependent on each other, the risk pattern
increasingly also included social stresses caused by
misunderstandings and miscommunications. Handling risks therefore
came to rely increasingly on social skills, and the collective
invention and acceptance of organizational and other tools to
maintain social cohesion.

The first towns

From this point in time, I will no longer
try to point out any novel innovations or cognitive operations
emerging as human societies grew in size and towns spread over the
surface of the earth. Instead, I will focus on how the feedback
system that drove societal growth as well as the conquest of the
material world through innovation posed some major challenges.
Overcoming these ultimately enabled the emergence of true 'world
systems' such as the colonial empires of the early modern period
(van der Leeuw, 2007) or the current globalized world.

Throughout the third stage, from around
7,000 BP, communication remained a major constraint because more
and more people were interactive with each other as the size of
settlements involved grew to what we now call a town. This
stage—again—sees the emergence of a host of new innovations, such
as writing, periodic markets, administration, laws, bureaucracies,
specialized full-time communities engaged in specific activities
(priests, scribes, soldiers, different kinds of craftsmen and
women, etc.). Many of these had either to do with improving
communication (such as writing and scribes), social regulation
(administration, bureaucracies, laws), the harnessing of more and
more resources (mining) or the exchange of objects and materials in
part over longer and longer distances (markets, long-distance
traders, innovations in transportation). But as larger groups
aggregated, the territory ('footprint' to use a modern term) upon
which they depended for their material and energy needs expanded
exponentially, and the effort required to transport foodstuffs and
other materials did the same. This caused the emergence of energy
as a major constraint that did handicap the evolution of societies
for millennia to come.

To deal with this constraint, an
interesting core-periphery dynamic emerged to exploit that
ever-growing footprint—the exchange of organization against energy.
Around towns, dynamic 'flow structures' emerged in which
organizational capacity was generated in the towns and then spread
around them, extending the town's control over a wider and wider
territory; in turn, the increasing quantities of energy collected
in that territory (in the form of foodstuffs and other natural
resources) flowed back towards the city to feed the ever-increasing
population that kept the flow structure going by innovation
(creation of new organization and information-processing capacity).
These 'flow structures' became the 'bootstrapping' drivers that
created larger and larger agglomerations of people and the
territories to go with them.

What enabled the urban populations to keep
innovating, and thus to maintain the flow structures, was—again—the
growing capacity of more and more interacting minds to identify new
needs, novel functions and new categories, as well as new artifacts
and challenges. Underpinning that dynamic is one that we know well
in the modern world. Invention is usually (and certainly in
prehistoric and early historic times) something that involves
either individuals, or very small teams. Hence, in its early stages
it is related to a relatively small number of cognitive
dimensions—it solves challenges that few people are aware of. As
such inventions become the focus of attention of much larger
numbers of people, they simultaneously become cognized in many more
dimensions (people see more uses for them, ways to slightly improve
them, etc.), and this in certain cases triggers an 'innovation
cascade'—a string of further innovations, including new artifacts,
new uses of existing artifacts, and new forms of behavior and
social and institutional organization. In this process, clearly,
towns and cities are more successful than rural areas because of
the greater number of interactive individuals in such aggregations.
That is corroborated by the fact that when scaling a number of
urban systems of different sizes against respectively metrics of
population, energy and innovation, population scales linearly,
energy sub-linearly and innovation capacity super-linearly
(Bettencourt et al., 2006)

Empires

The above 'flow structures' kept growing
(albeit with ups and downs) until, after several millennia (from
about 2500 BC in the Old World, and about 500 BC in the New), they
were able to cover very large areas, such as the prehistoric and
early historic empires (The Chinese, Achaemenid and Macedonian and
Roman Empires, for example, in the Old World, the Maya and Inca
Empires in the New World, and later the European colonial Empires),
which concentrated large numbers of people at their center (and, in
order to feed them, gathered treasure, raw materials, crops and
many other commodities from their hinterlands). Throughout this
period communication and energy remained the main constraints,
impacting on cities, states and empires. Thus we see advances in
the harnessing of animal energy (including slavery), wind power
(for transportation in sailing vessels and for driving windmills),
falling water (for mills), etc., but also in the facilitation of
communication, (e.g. long-distance 'highways' over land, the
sextant and compass to facilitate navigation at sea), and in all
kinds of ways to create and concentrate wealth serving to defray
the costs of managing societal tensions, maintaining an
administration and an army, etc.

Those costs effectively limited the extent
of Empires in space and time. Tainter (1988), for example, argues
convincingly that only the treasure accumulated outside the Roman
Empire in the centuries before the Roman conquest enabled Rome to
maintain the large armies and bureaucracies to keep its Empire. As
soon as there was no more treasure to be gained by conquering, and
the Empire was thrown back upon a dependency on recurrent (in
essence solar) energy, he argues that it could no longer maintain
the flow structure. This reduced the advantages of being part of
the Empire, so that it began to lose control over its wide
territory, causing people to fall back on smaller, regional or
local networks. Thus disaffection, or even dispersion of the
population, followed the cessation of the flows that generated the
coherent socio-economic structure of an Empire in the first
place.

The last three centuries

The last three centuries have seen the
(provisional) culmination of the trajectory I have outlined in Part
II. That trajectory shows how the constraints and opportunities
afforded by the bio-social nature of our species explain a number
of observed phenomena if human history is conceived in systemic
terms. In that sense, these last three centuries do not differ from
what went before, but they have seen an unbridled acceleration of
our species' innovative activity, initially because the 'taming' of
fossil energy removed the energetic constraint from much human
activity, and subsequently because the introduction of electronics
enabled the separation of information from most of the substrates
used for its transmission until then. These two developments
together have engendered a 'quantum jump' or 'state change' in
societal dynamics, which has been at the root of many of today's
challenges, but also introduces potential ways to deal with them
that were not available thus far.

The introduction of fossil energy and society's
dependence on innovation

The (for the moment) last phase of this
long-term process of social evolution through innovation involves
the last two and a half centuries, in which first the energy
constraint was removed by the introduction of plentiful fossil
energy, and recently the communication and information- processing
constraint is in the process of being removed due to the
development of new technologies. The introduction of fossil energy
first brought in its wake new technologies to enable, facilitate or
reduce the cost of transportation (railroads steamers, cars, etc.),
manufacturing (steam-driven factories), and energy itself, as well
as (later) technologies to reduce the amount of energy needed to
fulfill societal needs.

Without immediately having a clear
explanation, however, I would like to signal another emergent
driver that, in this period, transformed innovation from a
demand-driven activity to a supply-driven one. For most of human
(pre-) history, it seems that inventions were either the result of
perceived needs, or were not really introduced on a large scale in
societies until such a need emerged. It took, for example, roughly
1000 years after the invention of ironworking to actually see that
technique spread throughout Europe at a fairly rapid pace (cf.
Sørensen). In that case, the initial brake on the transformation of
this invention into an innovation seems to have been related to the
social structure of society. In the Bronze Age, hierarchies emerged
that controlled wide exchange networks because they controlled the
sources of bronze, which was relatively easy to do because
accessible sources to this metal were relatively few and far
between. That is not the case with iron—it can be found in
virtually every water-rich place in Europe, and once the technology
to use it spread, no one could any longer derive riches from
controlling the manufacture of iron tools. The introduction of iron
technology therefore enabled large numbers of people to manufacture
and use much better tools and weapons and had, in a sense, a
democratizing effect.

Between the 18th and the 20th centuries,
and particularly in the second half of the latter, with respect to
innovation, the balance between supply and demand shifted in favor
of supply. Rather than societal needs driving innovation,
innovation came to drive societal needs. Companies competed to lay
their hands on inventions (or developed them internally), and then
created markets for them, forcing their use on society in order to
enhance their profit. This has led to a situation in which
innovation has become endemic to our societies, and those
societies, through their dependency on ever-increasing GDP and
profit figures, have become dependent on innovation for their
continued existence. This is a novel dynamic that has major
consequences for the way we might deal with the challenges of the
21st century, sustainability among them. I will come back to this
in a later section.

This phenomenon has emerged in a period
that saw the transformation of our society's perspective on time.
Whereas until the 17th century, the most frequent vision explained
the present by invoking 'History' or 'The Past' or 'It has always
been like this', whereas invoking something 'new' or 'an
innovation' was socially heavily frowned upon. With the
enlightenment this changed, ultimately leading to our current
attitude, in which the 'new' is mostly preferred over the 'old',
the 'proven' or the 'heritage' (Girard, 1990). Interestingly
enough, this change in perspective was accompanied by the
institutionalization of the universities and academic disciplines
as 'research crucibles', initially on the expectation that,
ultimately, something useful would be invented, but increasingly
with the expectation that such economic advantages are what
research exists for.

Separating information from its material and
energetic substrates

Although 'information technology' has been
in existence for many thousands of years, in the form of gestures,
language, writing, accounting, and many other things including
North American smoke signals and African tamtams, the second half
of the 20th Century saw the definition of the concept of
'information (Shannon and Weaver, 1948) and rapidly thereafter the
mechanization of information processing, initially in the domain of
communication, but then also in the domains of calculation,
representation and many others. Hence, the current emphasis in
certain quarters on our present-day society as the 'information
society' is misguided—every society since the beginning of human
evolution has been an 'information society'.

Clearly, as we are only at the beginning
of a process that will eventually harness electronic and other
forms of information processing throughout all aspects of our
thinking and our society, and offer many new solutions to existing
challenges and equally many new challenges, we cannot presently
outline the higher-level 'drivers' that may emerge as a result of
that process. However, we do note that, again, these will
accelerate the dependency of our society on innovation. Indeed,
massive information collection and treatment, as well as the
application of the concept of information to physical, biological
and societal processes, is emerging as a new challenge: the NBIC
'revolution', under which we understand the encounter (and
potential interaction) of nano- bio- information- and
communications technology.

However that may be, after the mastering
of 'matter' by devising ways to conceptually separate manipulating
it from the time/space in which that process occurred, which took
humanity about two million years, and the mastering of energy by
separating it conceptually from movement and change, which took the
next 7000 years, it took only 200 years more to conceptualize
information by separating it from its material or energetic
substrate. Our collective capability to process information has
therefore accelerated more or less exponentially, as has the size
of Earth's human population and—more important from our
perspective—the size and number of the cities that are the
principal source of new inventions and innovations. Having
identified the driver behind this process, as with any such
exponential growth, we have to ask: "How much longer can this go
on?" In order to answer that question, we must look at the
long-term consequences of the 'innovation explosion', from the
Neolithic to the present.

The challenge of the future—Innovation,
Sustainability and 'Unanticipated Consequences'

One way to introduce this topic, to which
we will devote the last part of this paper, is to point out the
contradiction in the fact that innovation is seen as the way out of
the present syndrome of overpopulation, looming or current resource
shortage, omnipresent pollution, etc., even though two centuries of
unbridled innovation are responsible for bringing about the
consumer society as well as the current sustainability challenge.
One must conclude that innovation as it is presently embedded in
our societies is hardly the panacea to get us out of the
sustainability predicament that many claim it is. That in turn
prompts the question whether there are any alternatives to
'innovating ourselves out of trouble', and if there are, what could
they be?

It seems to me that the root of this
challenge lies in the relationship between the fundamental
limitations of the human mind, whether collective or individual,
and the complexity of the world outside us. I would argue that,
over the millennia, that relationship has changed as a result of
the innovation explosion itself. In order to understand the nature
of that change, we need to look at the relationship between people
and their environment.

Human cognition, powerful as it may have
become in dealing with the environment, is only one side of the
(asymmetric) interaction between people and their environment, the
one in which the perception of the multidimensional external world
is reduced to a very limited number of dimensions. The other side
of that interaction is human action on the environment, and the
relationship between cognition and action is exactly what makes the
gap between our needs and our capabilities so dramatic. The crucial
concept here is that of 'unforeseen' or 'unanticipated'
consequences. It refers to the well-known and oft-observed fact
that, no matter how careful one is in designing human interventions
in the environment, the outcome is never what it was intended to
be. It seems to me that this phenomenon is due to the fact that
every human action upon the environment modifies the latter in many
more ways that its human actors perceive, simply because the
dimensionality of the environment is much higher than can be
captured by the human mind. In practice, this may be seen to play
out in every instance where humans have interacted in a particular
way with their environment for a long time—in each such instance,
ultimately the environment becomes so degraded from the perspective
of the people involved that they either move to another place or
change the way they are interacting with the environment.

How does this happen? Imagine a group of
people moving into a new environment, about which they possess
little knowledge, such as the European settlers into the Eastern
North American forests (Cronon, 1983). After a relatively short
time, they will observe challenges or opportunities to interact
with this environment, and they will 'do something' about them.
Their action upon these challenges is based on an impoverished
perception of them, which mainly consists of observations
concerning the short-term dynamics involved. Yet these same actions
transform the environment in ways that affect not only the
short-term, but also the long-term dynamics involved in unknown
ways. Over time, little by little all the frequent challenges
become known and are modified by the society's interaction with the
environment, while the unknown longer-term challenges that are
introduced accumulate. Or to put this in more abstract terms, due
to human interaction with the environment, the 'risk spectrum' of
the socio-environmental system is transformed into one in which
unknown, long-term (centennial or millennial) risks accumulate to
the detriment of shorter-term risks.

Ultimately, this necessarily leads to
'time-bombs' or 'crises' in which so many unknowns emerge that the
society risks being overwhelmed by the number of challenges it has
to face simultaneously. It will initially deal with this by
innovating faster and faster, as our society has done for the last
two centuries or so, but as this only accelerates the risk spectrum
shift, this ultimately is a battle that no society can win. There
will inevitably come a time when the society drastically needs to
change the way it interacts with the environment, or it will lose
its coherence. In the latter case, after a time, the whole cycle
begins anew—as one observes when looking at the rise and decline of
firms, cities, nations, empires or civilizations.

What is the effect of an exponential
increase in information-processing capacity on this asymmetry
between human understanding and human action? Clearly, as the
information-processing capacity increases, the total number of
(collectively) cognized dimensions involved in the process does so
more or less commensurately. The human actions on the environment
therefore affect more and more dimensions of the processes going on
in that environment. As the multiplier between cognized human
dimensions and unknown environmental dimensions affected by human
actions is large, this implies that due to the exponential increase
in the number of human cognized dimensions, the number of affected
environmental dimensions grows even more rapidly, posing ever more
rapidly ever more complex environmental challenges for humankind to
deal with.

This permanent, and increasing, tension
between the total cognitive capacity of a society and the
complexity of its environment has in itself been a, if not the,
major driver behind the increase in information-processing capacity
of human beings and societies. As such, it has had important
consequences for the information-processing structure of the
societies involved. Several of these have already been mentioned in
this paper: population increase, aggregation of human populations
in villages and then cities, the invention of writing, markets,
administration and other phenomena accompanying urbanization, etc.
But others have not been given much attention; such as its impact
on our language and the way we have done (and often still do)
science.

Let us look at language first. Initially,
as small groups lived together most of the time, humans had the
opportunity and time for multi-channel communication—spoken
language, gestures, body language, eye contact and any other kind
of communication. This allowed for the long-term accumulation of
trust and understanding that allows for the reduction and
correction of a wide range of communication errors. But as the
groups involved grew, and the time devoted to each interaction
therefore shortened, fewer channels of communication were
available, and spoken language won out as the main channel of
communication between people meeting each other infrequently and
for short periods of time, mainly because spoken language is a
relatively precise way to communicate concepts. Ultimately, as
networks of communication grew even further, the need to avoid
misunderstandings and errors must also have had an impact on
language itself, requiring the communities concerned to develop
more and more precise ways of expressing themselves in a shorter
and shorter time. That impact, it seems to me, must have been
visible in a proliferation of more and more, but ever narrower,
concepts (categories) at any particular level of abstraction—thus
reducing the number of dimensions in which these concepts could be
interpreted. The multiplicity of meanings attached in different
contexts to the same words—or the same roots—that one sees in any
etymological dictionary bears testimony to this process, as does
the proliferation of artifact categories through time, each with
more and more precise and limited functions. Simultaneously, an
increase in the number of levels of abstraction itself did
compensate for this fragmentation, so that one could still find
ways to 'lump' over these increasingly narrow concepts along
crosscutting dimensions. 'Information' is but one of the last major
abstractions introduced.

In western science, a similar process of
fragmentation has been observable at least since the 14th century,
and for very similar reasons (cf. Evernden, 1992). During these
centuries, science has emphasizedthe need to solidify as much
as possible therelationship between observations and
interpretations, and thus between the realm of the real, with its
infinite number of dimensions, and the realm of ideas, in which
only a limited number of dimensions is cognized. Much scientific
explanation therefore consisted of reducing the large number of
dimensions involved in the processes observed into a much more
limited number that was manageable in the (individual or
collective) human brain, and could thus be shaped into a coherent
and comprehensible narrative. Hence the fact that such science was
generally 'reductionist'. A corollary of this is the fact that,
particularly in empirical science, each complex phenomenon was
'broken up' into component parts in the hope that once these
components had been explained, they could be put together to
explain the whole phenomenon in all its complexity. This led to the
same kind of fragmentation that occurred in languages in general,
observable at the highest level in the current division of human
inquiry into disciplines, sub-disciplines, specializations, etc.,
each practiced by its own community that has developed its own
epistemology, perspective, language, concepts, methods, techniques
and values.

We now see that fragmentation as one of
the main handicaps in our attempts to understand the full
complexity of the processes going on around us. Moreover, the
interpretations linked the phenomena investigated to processes that
preceded the time at which these phenomena were observed, rather
than to what was still to come (and therefore could not be
observed). Scientific reasoning therefore emphasized the
explanation of extant phenomena in terms of chains of
cause-and-effect and (much later) an emphasis on feedback loops, in
both cases linking the progress of processes through time to their
antecedent trajectory. In particular, it has emphasized
thinkingabout "origins" rather than "emergence", about
"feedback" rather than "feed-forward", about "learning from the
past" rather than "anticipating the future". Hence, it is no
surprise that 'thinking about the future', whether one calls it
'futurology', 'forecasting', 'scenario construction' or
'foresighting' is actually a stepchild in our current academic and
research institutions, and is principally developed in industry or
government.

As a result of these tendencies, both in
our societies' communication and culture, and in our scientific
research, we have now come to a point where the unanticipated
consequences of our interventions in the environment threaten to
overwhelm us because of their complexity. So many unknown
dimensions are involved in the dynamics of our socio-natural
environment that we increasingly feel we no longer have any means
to understand, limit or control their effects. That feeling is
experienced as a 'crisis', and we encounter it more and more
frequently—whether in the financial domain, or in those of food
security, natural hazards, the security of our societies from
terrorism or other undermining activities, etc.

One could effectively define such 'crises'
as temporary incapacities of our society to process the information
necessary to deal adequately with the external and internal
dynamics it is engaged in. In our perspective, these incapacities
are the result of the fact that the gap between the number of
dimensions cognized in the society, and the number of dimensions
playing a role in the socio-natural dynamics it is involved in, is
crossing a threshold beyond which the former is inadequate to deal
adequately with the latter. In the run-up to that threshold, a
clear 'early warning' signal is the fact that society increasingly
suffers from 'short-termism', a focus on the immediate challenges
that it encounters, without taking the longer term into account: in
other words, the fact that tactics come to prevail over strategy in
much decision-making.

The core of the challenge seems to be that
we must find ways to turn lessons from the past into lessons for
the future! To do so, we must devise ways to argue coherently—and
as far as possible falsifiably in Popper's (1959) sense—from the
simple to the complex in order to better anticipate the complex
consequences of our actions. That would enable us to re-emphasize
long term, strategic thinking and a holistic vision that favors
intellectual fusion between different scientific communities and
perspectives. To do so, we must crucially acquire the capacity to
increase, rather than reduce, the number of dimensions that we can
harness in order to understand complex phenomena, so that we may
attain a better understanding of the consequences of our actions
because we can consider more dimensions in our decision-making
about interventions in the environment.

Conclusion: Is there a way out?

It initially seems as if our intellectual
and scientific tradition, the size of our interactive population,
the nature of many of our languages, the under-determination of our
theories by our observations (cf. Atlan, 1992; van der Leeuw) and
the limitations of our human short-term working memory are as many
challenges to our capacity to fundamentally change the nature of
our thinking, and more specifically to our capacity to explicitly
focus on the future and extrapolate new dimensions from the ones we
know at any particular point in time. There are many examples of
individuals or (small) groups of people who have nevertheless done
so with some degree of success, from classical Greek philosophers
via Leonardo da Vinci to 18th and 19th century science-fiction
authors (such as Jules Verne or Paul Deleutre3). They have been able to design utopias or
to extrapolate positively from their lifetime observations into the
future, even though some of these ideas were never implemented or
only realized years or centuries later. Inventors have also been
able to anticipate, and most of us call on our "intuition" when we
need to do so.

Moreover, there are some (shy) beginnings
of a wider trend in this direction that we can point to. The kind
of reductionist, fragmented and 'explanatory' science that resulted
from these tendencies has in the past twenty-five years come under
increasing attack from the 'Complex Systems' perspective emerging
in the 1980's (e.g. Mitchell, 2009). It assumes that in order to
get a realistic representation of reality, we need to study
emergence, feed-forward and develop a generative perspective to
which the amplification of the number of cognized dimensions is
essential. In other quarters, 'foresighting' is spreading from the
relatively limited field of industrial and economic
decision-support tools to academic practitioners who actually delve
into the epistemological and other challenges that need to be met
for this kind of science to flourish (Wilkinson and Eidinow, 2008;
Selin, 2006). And yet elsewhere, under pressure from the looming
environmental challenges of the 21st century, the scientific
community is beginning to look ahead at 'unanticipated
consequences' and what these may imply for the challenges of the
future (e.g. Ostrom, 2009). This seems to indicate that the current
predicament is more due to over-investment in the long-standing
reductionist approach than anything more fundamental, and that, at
least in theory, it should be possible to transcend our relative
incapacity to deal with the complexities of the dynamics we are
involved in.

Overcoming the limitations of human STWM

Although I am not an expert in the field
at all, it seems to me that the ICT revolution has indeed created
the conditions for us to overcome the limitations to our cognitive
capacities that are inherent in our short-term working memory.
Present-day computers do have the capacity to deal with an almost
unlimited number of dimensions and information sources in real
time, and thus to overcome what appeared at first sight to be the
most fundamental of the barriers mentioned above. But that capacity
has not been fully exploited because of our long-standing and
ubiquitous scientific and intellectual tradition, which has
emphasized the use of such equipment as part of the process of
dimension-reduction that provides acceptable explanations, rather
than as a tool to increase the number of dimensions taken into
account in our understanding of complex phenomena. Under the impact
of complex systems science this is clearly changing (as seen, for
example, in the increased use of high-dimensional Agent Based
Models, but much more needs to be done, mainly in developing
conceptual and mathematical tools as well as appropriate
software.

Overcoming the under-determination of our
theories by observations

Similarly, and with the same caveat that I
am not a professional in this field, I am under the impression that
the very recent revolution in IT capacity to continuously monitor
processes on-line, and to treat and store the exponentially
increased data streams that are generated by such monitoring,
points to the fact that we may indeed be on the brink of (at least
partly) overcoming the under-determination of our theories by our
observations, and that this is the corollary of the
dimension-reduction traditional science practices (Atlan, 1992).
The reduction in the size and cost of the monitoring equipment is
quickly bringing such massive data collection within reach.
Simultaneously, the development of novel data-mining techniques is
helping us to make sense of the data thus collected, or at least in
selecting the appropriate data to be scrutinized in order to better
inform our theories.

Transforming our scientific and intellectual
tradition

Although I am not among those who fall
easily for panaceas, I do believe that the complex (adaptive)
systems approach is a useful first step on the way to fundamentally
transforming our scientific and intellectual tradition from
studying stasis and preferring simple to complex explanations, to
studying dynamics, with an emphasis on emergence and inversion of
Occam's razor (increasing the number of dimensions taken into
account). Clearly, we have a long way to go in this domain, but the
rapid and substantive advances in certain fields, including
physics, biology and economics, coupled with the rapid recent
spread of this approach in universities in many parts of the world
and the growing awareness of the need for more holistic approaches
in such domains as sustainability and health, cause me to be
moderately optimistic about our chances of transforming our
scientific and intellectual tradition.

The communication challenge

The underlying communication challenge is
how to communicate other than linearly and in writing or speech
with an increasingly large number of partners at very variable
distances. This is the trend that was, in my opinion, responsible
for the particular development referred to above: narrower and
narrower concepts, and the consequent fragmentation of our
perspective on the world. Contrary to some, I do not think language
is subject to deliberate change—it adapts itself to human needs and
ideas in a 'bottom-up' process. But even if it were possible to
transform the ways in which we speak and write, we would still have
an essentially linear communication tool. The question is therefore
whether the radically different ways of interactively communicating
that are made possible by modern communications technologies, and
in particular the collective building of knowledge using
multimedia, as is made possible in web 2.0, will allow us to
communicate non-linearly and in more dimensions. This would entail
the directed use of visuals, which generally can communicate more
dimensions simultaneously than spoken or written language.

Transforming our thinking

The kind of reductionist thinking that I
am referring to is so heavily ingrained and so widely spread in our
culture and our kinds of science that changing our thinking will
require a major effort. Our world view, our language, our
institutions all militate against such a change, and most
importantly, we are for the moment lacking a coherent alternative
way of thinking against which we can leverage our present-day
science. By far the greatest challenge from the perspective of
human and financial capital and effort therefore appears to me to
be in the domain of education, from the earliest childhood
throughout university and into adult life. The current education
system in the developed world is, overall, no longer adapted to the
challenges of the 21st century, among which sustainability looms so
large. We have to move away from knowledge acquisition aimed at
question-driven research towards challenge-focused education that
aims to help deal with substantive challenges, from 'linear
explanation' in terms of cause-and-effect to 'multi-dimensional
projection' in terms of alternatives, from one-to-many teaching (in
which an instructor tells students what to do, what is right and
what is wrong), to many-to-many teaching in which instructors and
students all interact, learn and teach. At the same time, we must
develop education systems that stimulate the acquisition of
creativity, risk-taking and diversity rather than conformity and
risk-adverseness. In doing so we must harness the tools referred to
above, but more than anything we must 'bend' minds around to
thinking in new, uncharted, ways. In doing so, we are handicapped
by the fact that economics, career structures, evaluations,
disciplinary momentum and many other factors and dynamics are
stacked against success in this area. There is a lot of work to be
done!
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1 The distinction between humans (Homo sapiens) and
modern humans (Homo sapiens sapiens) referred to here follows
current custom among paleo-anthropologists. The transition is
estimated to have occurred somewhere around 200,000 years BP.

2 All the dates mentioned in this paper are not
only approximate, and differ between different parts of the world,
but are also continually subject to revisions as archaeological
research progresses.

3 Writing under the pseudonym Paul d'Ivoi, this
French author anticipated the idea of modern telecommunications
(wireless and television)




Table 1. Evolution of stone tool manufacture
from the earliest tools (stage 2, > 2,6 M. years ago; found in
Lokalalei 1) to the complex blade technologies (stage 7, found in
most parts of the world c. 50,000 BP). Columns 2-5 indicate the
observations leading us to assume specific STWM capacities; Column
8 (bold) indicates the stage's STWM capacity and column 9 the
approximate age of the beginning of each stage. Column 10 refers to
the relevant artifact categories documenting the stages. For a more
extensive explanation, see Read and van der Leeuw, 2008:
1961-1964).
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Not to prolong your suspense, the correct
answer to the question in the subtitle of my paper is the obvious
one: causation runs both ways. But I want to persuade you that the
causation running from technology to science is vastly more
powerful than is generally realized.

The reasoning is straightforward. A market
economy generates powerful incentives to undertake certain kinds of
scientific research. This is because the eventual findings of such
research can be made to improve the performance, or to reduce the
cost, of technologies that are vital to the competitive success of
profit-making firms. Further, I want to suggest that there were
powerful forces at work in the course of the 20th century that had
the effect of expanding the ways in which changes in the realm of
technology have led to changes in the various realms of science. I
want to call your attention to some of the most significant
organizational changes, and associated changes in incentives, that
were responsible for strengthening the causal forces that flowed
from technology to science.

In order to do this, I will need to
introduce just one single bit of jargon: I will use the term
"endogenous" from the perspective of the economist and not from the
perspective of the scientist. Thus, when I refer to the endogeneity
of science, I am referring to the extent to which scientific
progress has been directly influenced by the working out of the
normal forces of the market place. My justification is that I will
be trying to identify forces that emerged in the course of the
twentieth century that made scientific research more responsive to
economic incentives.

I also need to emphasize one caveat that I
cannot emphasize too strongly. I am not implicitly suggesting that
the financial support of the country's scientific research should
be left to the market place. Rather, I will be calling attention to
the operation of market forces that have become increasingly
supportive of scientific research. I believe that these
developments were crucial to the rapid expansion of American
industry, but that is very different from suggesting that market
forces, by themselves, were sufficient.

Corporate Research Labs

The proposition that scientific research
became increasingly endogenous in the course of the 20th century
must necessarily begin by focusing on a key organizational
innovation: the industrial research lab. It was these corporate
labs that determined the extent to which the activities of the
scientific community could be made responsive to the needs of the
larger economy. But such a statement, by itself, cannot stand
alone. That is because these research labs depended for their
effective performance, in turn, upon a network of other
institutions. These included, above all, research at universities.
Before the Second World War, university research depended heavily
for its financing on private philanthropic foundations, such as the
Rockefeller, Guggenheim and Carnegie foundations. In the pre-war
period, as well, universities often relied on financial support
from local industry for carrying out certain certain classes of
research, mostly of an applied nature. This was especially true of
state universities, where it was essential to provide evidence of
assistance to local industry [agriculture, mining, railroads] in
order to justify the imposition of taxes upon the citizens of each
state. In fact, with few exceptions, funds raised by state
governments went overwhelmingly to support teaching and not
research.

This situation was totally transformed in
the post World War II period when the federal government became,
overwhelmingly, the dominant patron of scientific research, and
universities became the primary locus of such research. It is
important to note that the concentration of basic scientific
research in the university community where, I think it is fair to
say, it has flourished, has been an organizational arrangement
almost unique to the US. Unlike the situation in Western Europe,
where basic research has been concentrated in government labs (Max
Planck, CNRS), federal laboratories in US have accounted for less
than 10% of basic research (9.1% in the mid-1990s).

A further distinctive feature of great
importance in the US is the very large commitment of private
industry to scientific research that the NSF defines as basic.
Private industry accounted for slightly over 30% of all basic
research in the year 2000 (probably declining slightly in the last
few years). Although at last count there were around 16,000 private
firms that had their own corporate labs, the vast majority of these
firms conduct research of a predominantly applied nature. Only a
very small number do basic research. Nevertheless, over the years,
a few of these corporate labs have conducted research of the most
fundamental nature—General Electric, IBM and, most important of
all, Bell Labs before the divestiture of AT&T in 1984.
Researchers in a number of corporate labs have won Nobel Prizes:
most recently Jack Kilby, of Texas Instruments, won the Prize for
Physics in the year 2000, for research leading to the development
of the integrated circuit [Kilby's research received financial
support from the federal government].

Having said this, it is essential to
realize that the research activities of industrial labs should not
be evaluated, as they often are by academics, by the usual academic
criteria—such as publications in prestigious professional journals
or the winning of Nobel Prizes. Such labs have a very different
purpose. The industrial lab is essentially an institutional
innovation (of German origin) in which the research agenda is
largely shaped by the short-term needs but also, in a few notable
cases, by the longer-term strategies of industrial firms. Within
the industrial context, the intended role of corporate scientists
is to improve the performance of their respective firms in the
competitive context of (mostly) high tech sectors of the economy.
Thus the critical achievement of the growth of the American
industrial lab in the course of the 20th century has been to
subject science, more and more, to commercial criteria. In so
doing, it rendered science an activity whose directions were
increasingly shaped by economic forces and were concentrated on the
achievement of economic goals—which is to say that such scientific
research should be regarded as largely endogenous.

One further strategic role of the
corporate lab arises from the fact that a firm cannot effectively
monitor and evaluate the findings, and the possible implications,
of the huge volume of university research unless it has its own
internal capability for doing such things. The importance of this
point cannot be overestimated. In advanced industrial societies
that are now simply flooded with the flow of information, not only
from universities, but from professional journals on library
shelves or electronically via Internet search engines such as Yahoo
and Google, the exploitation of this vast flow of information
requires an internal competence that, typically, only in-house
scientists can provide. Indeed, America's remarkable commercial
successes in high tech markets over the past 50 years have owed a
great deal to these internal competences in private industry.
Industrial scientists have played a critical role in the transfer
of potentially useful knowledge generated by university research,
not only because of their scientific sophistication, but also
because they have had a deep awareness of their firms' commercial
priorities and technological capabilities (Rosenberg, 2002; Mowery
and Rosenberg, 1998).

How Engineering Disciplines have Shaped
Science

I would now like to call your attention to
another major force for advancing the endogeneity of science in the
course of the 20th century. I would like to pose the question: what
specific role is played by engineering disciplines in determining
the scientific agenda of private firms? Let me respond first by
offering a clarification. It is a common practice to characterize
engineering disciplines as being essentially applied science. This
is, in my view, a seriously misleading characterization. A more
careful unwinding of the intertwining of science and technology
suggests that the willingness of profit-seeking firms to devote
money to scientific research is very much influenced by the
prospect of converting such research findings into finished and
marketable products. The actual conduct of scientific research may
not be undertaken with highly specific objectives in mind, but
rather with an increased confidence that, whatever the specific
research findings, an enlarged engineering capability will
substantially increase the likelihood of being able to use these
findings to bring improved or new products to the market place.

From this perspective, there is a serious
sense in which the economist may argue that the science of
chemistry should be thought of as an application of chemical
engineering! Alternatively put, the growing sophistication of
engineering disciplines has had the result of strengthening the
endogeneity of science. I do not want this point to be made to
sound too paradoxical. I mean to suggest that the willingness of
private industry to commit financial resources to long-term
scientific research has been considerably strengthened by the
progress of the appropriate engineering disciplines. Such progress
raises the confidence of corporate decision makers that the
findings of basic research may eventually be converted to
profitable uses.

This argument seems particularly pertinent
to the specialty of polymer chemistry, a field that was opened by
the researches of Staudinger, Meyer and Mark in Germany in the
1920s. In the US at least, polymer chemistry is a field that has
long been dominated by the industrial research community. The
fundamental research contributions to polymer chemistry of Wallace
Carothers at du Pont, beginning in 1928, owed a great deal to the
increasing maturity of chemical engineering in the preceding decade
or so—an engineering discipline to which du Pont had made important
contributions (Hounshell and Smith). Carothers' research findings
led directly to the discovery of nylon, the first of a
proliferation of synthetic fibers that came to constitute an
entirely new subsector of the petrochemical industry after the
Second World War. But it is doubtful whether du Pont would have
committed itself to Carothers' costly, fundamental researches in
polymer chemistry in the first place, in the absence of the
progress in chemical engineering in the decade preceding 1928.
Thus, progress at the technological level (chemical engineering)
increasingly strengthened the willingness to spend money on
science, which I regard as a growth in the endogeneity of science
(Rosenberg, 1998).

Let me sketch out the intermediate steps
that underlie my argument. The discipline of chemical engineering
really had its beginnings in the second and third decades of the
20th century, mainly at MIT in response to the spectacular
expansion of the automobile industry and, along with that
industry's growth, a voracious demand for refined chemical products
(primarily, of course, for high octane gasoline). The scale of that
growth can be captured in the following numbers: In 1900 the
automobile industry was so insignificant that the Census Bureau
classified cars under the category "Miscellaneous." [In that year
there were only 8,000 registered cars in the US]. By 1925 the
automobile industry had leaped to the status of the largest
manufacturing industry in the whole country (measured by value
added).

It was the growth of the automobile that
gave birth to the discipline of chemical engineering. Chemical
engineers, during the 1920s and later, transformed the petroleum
refining industry from small-scale batch production into one of
vastly larger scale and continuous processing. The emerging
chemical engineering discipline accomplished this by developing a
new conceptual framework within which it became possible to
introduce scientific concepts and methodologies from such fields as
fluid flow (fluid dynamics), heat transfer and, in the 1930s, the
pervasive power of thermodynamics. In other words, the design of
chemical process plants could now draw heavily upon a number of
different scientific realms. Thus, it was the establishment of a
new engineering discipline, in responding to the rapid expansion of
a new transportation technology that, in turn, laid the basis for
the profitability of scientific research, not only in du Pont and
petroleum-refining firms, but in a very wide range of industries
that also made use of chemical process plants. It is worth
emphasizing how pervasive chemical process plants became in the
course of the 20th century. Large chemical plants could be found in
petroleum refining, rubber, leather, coal (by-product distillation
plants), food-processing, sugar refining, explosives, ceramics and
glass, paper and pulp, cement, and metallurgical industries (e.g.,
aluminum, iron and steel).

How New Products Have Shaped Science

The next related observation with respect
to the growing endogeneity of scientific research goes beyond the
role played by engineering disciplines in strengthening the private
incentives to perform scientific research. The argument here is
that the development of some specific new product, that is
perceived to have great commercial potential, may provide, and
often has provided, a powerful stimulus to scientific research.
This proposition is surprising only if one is already committed to
a rigid, overly simplistic linear view of the innovation
process—one in which causality is always expected to run from prior
scientific research to "downstream" product design and engineering
development. There is in fact, however, a straightforward
endogenous explanation at work here. A major technological
breakthrough typically provides a strong signal that a new set of
profitable opportunities has been opened up in some
precisely-identified location. Consequently, it is understood that
scientific research that can lead to further improvements in that
new technology may turn out to be highly profitable.

The problems encountered by sophisticated
industrial technologies, and the anomalous observations and
unexpected difficulties that they have encountered, have served as
powerful stimuli to much fruitful scientific research in the
academic community as well as the industrial research laboratory.
In these ways the responsiveness of scientific research to economic
needs and technological opportunities has been powerfully
reinforced.

This was dramatically demonstrated in the
case of the advent of the transistor, the discovery of which was
announced at Bell Labs in the summer of 1948. Within a decade of
that event solid-state physics, which had previously attracted the
attention of only a small number of researchers and was not even
taught at the vast majority of American universities (mainly MIT,
Princeton, and Cal Tech) had been transformed into the largest
sub-discipline of physics. It was the development of the transistor
that changed that situation by dramatically upgrading the potential
financial payoff to research in the solid state. J. A. Morton, who
headed the fundamental development group that was formed at Bell
Labs after the invention of the transistor, reported that it was
extremely difficult to hire people with a knowledge of solid-state
physics in the late 1940s. Moreover, it is important to emphasize
that the rapid mobilization of intellectual resources to perform
research in the solid state occurred in the university community as
well as in private industry, immediately after the announcement of
the momentous findings of Shockley and his research colleagues at
Bell Labs. As one strong piece of evidence for this view, the
number of publications in semiconductor physics rose from less than
25 per annum before 1948 to over 600 per annum by the mid-1950s
(Herring).

The chronology of the events to which I
have just referred is essential to my argument. Transistor
technology was not the eventual consequence of a huge prior buildup
of resources devoted to solid-state physics, although it was of
course also true that some of the twentieth century's most creative
physicists had been devoting their considerable energies to the
subject. Rather, it was the initial breakthrough of the transistor,
as a functioning piece of hardware, that set into motion a vast
subsequent commitment of financial support for scientific research.
Thus, the difficulties that Shockley encountered with the operation
of the early point-contact transistors led him into a systematic
search for a deeper explanation of their behavior, expressed in
terms of the underlying quantum physics of semiconductors. This
search not only led eventually to a vastly superior amplifying
device, the junction transistor; it also contributed to a much more
profound understanding of the science of semiconductors. Indeed,
Shockley's famous and highly influential book, Electrons and Holes
in Semiconductors, drew heavily upon this research, and the book
was the direct outgrowth of an in-house course that Shockley had
taught for Bell Labs' personnel. Moreover, Shockley also found it
necessary to run a six day course at Bell Labs in June 1952 for
professors from some thirty universities as part of his attempt to
encourage the establishment of university courses in transistor
physics.

Clearly, the main flow of scientific
knowledge during this critical period was from industry to
university, and not the other way around. Indeed, for a
considerable period of time, Stanford and the University of
California at Berkeley had to employ scientists from local industry
to teach courses in solid-state physics/electronics.

A similar sequence can be seen in the
commitment of funds to research in surface chemistry, after
problems with the reliability of early transistors pointed in that
direction. More recently, and to compress a much more complex chain
of events, the development of laser technology suggested the
feasibility of using optical fibers for telephone transmission
purposes. This possibility naturally pointed to the field of
optics, where advances in scientific knowledge could now be
expected to have potentially high economic payoffs. As a result,
optics as a field of scientific research experienced a great
resurgence in the 1960s and after. It was converted by changed
expectations, based upon recent and prospective technological
innovations, from a relatively quiet intellectual backwater of
science into a burgeoning field of research. This growth of
activity in the discipline was generated not by forces internal to
the field of optics, but by a radically altered assessment of the
potential opportunities for laser-based technologies. Moreover,
different kinds of lasers gave rise to different categories of
fundamental research. As Harvey Brooks noted, "While the
solid-state laser gave a new lease of life to the study of
insulators and of the optical properties of solids, the gas laser
resuscitated the moribund subject of atomic spectroscopy and
gas-discharge physics" (Brooks, 1968).

I draw the conclusion from this
examination that, under modern industrial conditions, technology
has come to shape science in the most powerful of ways: by playing
a major role in determining the research agenda of science as well
as the volume of resources devoted to specific research fields. One
could examine these relationships in much finer detail by showing
how, throughout the high tech sectors of the economy, shifts in the
technological needs of industry have brought with them associated
shifts in emphasis in scientific research. When, for example, the
semiconductor industry moved from reliance upon discrete circuits
(transistors) to integrated circuits, there was also a shift from
mechanical to chemical methods of fabrication. When Fairchild
Semiconductors began to fabricate integrated circuits, they did so
by employing new methods of chemical etching that printed the
transistors on the silicon wafers and also laid down the tracks
between them. This chemical technique did away with expensive
wiring, and also produced integrated circuits that operated at much
higher speeds. At the same time, the increased reliance upon
chemical methods brought with it an increased attention to the
relevant subfields of chemistry, such as surface chemistry.

I cite the experience of changing methods
of wafer design and fabrication to indicate the ways in which the
changing needs and priorities of industry have provided the basis
for new priorities in the world of scientific research. But it is
essential to emphasize that these new priorities exercised their
influence, not only upon the world of industrial research, but upon
the conduct of research within the university community as well. I
need only point out that Stanford University has for some time had,
its own Center for Integrated Systems. This Center is devoted to
laboratory research on microelectronic materials, devices, and
systems, and is jointly financed by the federal government and
private industry.

SERENDIPITY

There is a further source of causation
running from technology to science to which I would like to call
your attention. I refer to the role of serendipity. It is, of
course, to be expected that well-trained scientific minds are
likely to turn up unexpected findings in many places. As Pasteur
expressed it in the mid-19th century, "Where observation is
concerned, chance favors only the prepared mind." By way of
contrast, consider Thomas Edison, by universal consent a brilliant
inventor, but someone who had little interest in observations that
had no immediate practical relevance. In 1883 he observed the flow
of electricity across a gap, inside a vacuum, from a hot filament
to a metal wire. Since he saw no practical application and had no
scientific training, he merely described the phenomenon in his
notebook and went on to other matters of greater potential utility
in his effort to enhance the performance of the electric light
bulb. Edison was, of course, observing a flow of electrons, and the
observation has since even come to be referred to as the "Edison
Effect"—named after the man who, strangely enough, had failed to
discover it. Had he been a curious (and patient) scientist, less
preoccupied with matters of short-run utility, Edison might later
have shared a Nobel Prize with Owen Richardson who analyzed the
behavior of electrons when heated in a vacuum, or conceivably even
with J. J. Thomson for the initial discovery of the electron
itself. Edison's "prepared mind," however, was prepared only for
observations that were likely to have some practical relevance in
the short run.

A distinctive feature of the 20th century
in dynamic capitalist economies was the vastly-increased numbers of
scientifically "prepared minds" in both the universities and
private industry. The pursuit of the possible implications of
unexpected observations became the basis on many occasions for
fundamental breakthroughs that occurred serendipitously when
"prepared minds" were available to pursue the possible implications
of the unexpected. Surely the most spectacular instance of
serendipity in the 20th century—not achieved in an industrial
laboratory—was Alexander Fleming's brilliant conjecture, in 1928,
that the unexpected bactericidal effect that he had observed in the
bacterial cultures in his Petri dish, was caused by a common bread
mould that had accumulated on his slides. Fleming published this
finding in 1929, but no substantial progress was made in producing
a marketable product until more than a decade later, when the
exigencies of wartime led to a joint, Anglo-American "crash"
program to accelerate the production of the antibiotic (Elder,
1970).

It is at least a plausible speculation
that, had Fleming made his marvelous discovery while working in a
pharmaceutical lab, penicillin would have become available, in
large quantities, far more swiftly than was in fact the case. For a
contrary view, see Bernal: vol. 3, 926-927). In the context of this
paper it is also worth pointing out a little-known historical fact,
that the technology to produce the antibiotic in bulk was achieved
not, as would ordinarily have been expected, by a pharmaceutical
chemist, but by chemical engineers. It was the chemical engineers
who demonstrated how a technique called "aerobic submerged
fermentation," which became the dominant production technology,
could be applied to this complex product (Elder, 1970).

The growth of organized industrial labs in
20th century America vastly enlarged the number of trained
scientists in the industrial world who encountered strange
phenomena that were most unlikely to occur, or to be observed,
except in some highly specialized industrial context. In this
sense, the huge increase in new high-tech products, along with
dense concentrations of well-trained scientific specialists in
industry, sharply increased the likelihood of serendipitous
discoveries in the course of the twentieth century.

Consider the realm of telephone
transmissions. Back at the end of the 1920s, when transatlantic
radiotelephone service was first established, the service was
discovered to be poor due to a great deal of interfering static.
Bell Labs asked a young man, Karl Jansky, to determine the source
of the noise so that it might be reduced or eliminated. He was
given a rotatable antenna to work with. Jansky published a paper in
1932 in which he reported that he had found three sources of noise:
Local thunderstorms, more distant thunderstorms, and a third source
which he described as "a steady hiss static, the origin of which is
not known". It was this "star noise" as Jansky labelled it, which
marked the birth of the entirely new science of radio
astronomy.

Jansky's experience underlines why the
frequent attempt to distinguish between basic research and applied
research is extremely difficult to make in practice. Fundamental
scientific breakthroughs often occur while dealing with very
applied or practical problems, especially problems relating to the
performance of new technologies in an industrial context.

But the distinction breaks down in another
way as well. It is essential to distinguish between the personal
motives of the individual researchers and the motives of the
decision makers in the firm that employs them. Many scientists in
private industry could honestly say that they are attempting to
advance the frontiers of basic scientific knowledge, without any
concern over possible applications. At the same time, the
motivation of the research managers, who decide whether or not to
finance research in some basic field of science, may be strongly
motivated by expectations of eventual useful findings.

This certainly appears to have been the
case in the early 1960s when Bell Labs decided to support research
in astrophysics because of its potential relationship to the whole
range of problems and possibilities in the realm of microwave
transmission and especially in the use of communication satellites
for such purposes. It had become apparent that, at very high
frequencies, annoying sources of interference in transmission were
widely encountered.

This source of signal loss was a matter of
continuing concern in Bell Labs' development of the new technology
of satellite communications. It was out of such practical concerns
that Bell Labs decided to employ two astrophysicists, Arno Penzias
and Robert Wilson. Penzias and Wilson would undoubtedly have been
indignant if anyone had suggested that they were doing anything
other than basic research. They first observed the cosmic
background radiation, which is now taken as confirmation of the
"Big Bang" theory of the formation of the universe, while they were
attempting to identify and measure the various sources of noise in
their antenna and in the atmosphere. It seems fair to say that this
most fundamental breakthrough in cosmology in the past century was
entirely serendipitous. Although Penzias and Wilson did not know it
at the time, the character of the background radiation that they
discovered was just what had been postulated earlier by
cosmologists at Princeton who had devised the Big Bang theory.
Penzias and Wilson shared a Nobel Prize in Physics for this
finding. Their findings were as basic as basic science can get, and
were in no way diminished by observing that the firm that had
employed them did so because the decision makers at Bell Labs hoped
to improve the quality of satellite transmission.

The parallelism between the fundamental
discoveries of Jansky and Penzias and Wilson is, of course, very
striking. In both episodes, the Bell Labs researchers stumbled upon
discoveries of the greatest possible scientific significance while
involved in projects that were motivated by the desire of Bell Labs
to improve the quality of telephone transmission. In the case of
Penzias and Wilson, they were conducting their research with a
remarkably sensitive horn antenna that had been built for the Echo
and Telstar satellite projects. Wilson later stated that he was
originally attracted to work at Bell Labs because working in the
Labs would provide access to a horn antenna which was one of the
most sensitive of such antennas in existence (Aaronson, 1979:
13).

I have called attention to two episodes at
Bell Labs in which industrial researchers discovered natural
phenomena of immense scientific significance, while the firm that
employed them did so in the hope that they would solve serious
problems connected with the performance of a new communications
technology. In one sense it is fair to say that important
scientific findings by profit-making firms are sometimes achieved
unintentionally—they have discovered things that they were not
looking for, which I take to be the generic meaning of Horace
Walpole's mid-eighteenth century neologism—serendipity. Such
breakthroughs in the private sector, moreover, are difficult to
understand if one insists on drawing sharp distinctions between
basic and applied research on the basis of the motivations of those
performing the research. I find it irresistible here to invoke,
once again, the shade of the great Pasteur: "There are no such
things as applied sciences; only applications of science."

In fact, I would go much further: when
basic research in industry is isolated from the other activities of
the firm, whether organizationally or geographically, it is likely
to become sterile and unproductive. Much of the history of basic
research in American industry suggests that it is likely to be most
effective when it is highly interactive with the work and the
concerns of applied scientists and engineers within the firm. This
is because the high technology industries have continually thrown
up problems, difficulties and anomalous observations that were most
unlikely to occur outside of specific high technology contexts.

The sheer growth in the number of trained
scientists in industrial labs, along with the growth of new, highly
complex, specialized products that appeared in the course of the
20th century, powerfully increased the likelihood of serendipitous
findings. High-tech industries provide a unique vantage point for
the conduct of basic research but, in order for scientists to
exploit the potential of the industrial environment, it is
necessary to create opportunities and incentives for interaction
with other components of a firm. Bell Labs before divestiture
(1984) is probably the best example of a place where the
institutional environment was most hospitable for basic research. I
do not suggest that Bell Labs was, in any respect, a representative
industrial lab. Far from it. It was a regulated monopoly that could
readily recoup its huge expenditures on research. But, perhaps even
more important, it came to occupy a place on the industrial
spectrum where, as it turned out, technological improvements
required a deeper, scientific exploration of certain portions of
the natural world that had not been previously studied.

INSTRUMENTATION

Of course my examination of the
endogeneity of science has been no more than a very modest and
partial sketch. Entire categories of the influence of technology
upon science have been completely ignored here, such as the
pervasive impact of new instrumentation, i.e., technologies of
observation, experimentation and measurement. Indeed, scientific
instruments may be usefully regarded as the capital goods of the
research industry. Much of this instrumentation, in turn, has had
its origins in the university world and, to underline the extent of
the intertwining of technology and science in recent years, some of
the most powerful of those instruments, such as Nuclear Magnetic
Resonance, had their origins in fundamental research that
wasoriginally undertaken in order to acquire some highly
specific pieces of knowledge, such as a deeper understanding of the
magnetic properties of atomic nuclei. Indeed, Felix Bloch was
awarded Stanford's first Nobel Prize in physics for precisely such
research (Rosenberg, 1997; in the same volume, Kruytbosch, 1997).
Nuclear Magnetic Resonance spectroscopy, in turn, became an
invaluable tool in chemistry for determining the structure of
certain molecules—e.g., hydrogen, deuterium, boron and nitrogen
atoms (Kruytbosch, 1997:32-34).

Clearly, instrumentation and techniques
have moved from one scientific discipline to another in ways that
have been highly consequential for the progress of science. In
fact, it can be argued that a serious understanding of the progress
of individual disciplines is generally unattainable in the absence
of an examination of how different areas of science have influenced
one another. This understanding is frequently tied directly to the
development, the timing and the mode of transfer of scientific
instruments among disciplines. The flow of "exports" appears to
have been particularly heavy from physics to chemistry, as well as
from both physics and chemistry to biology, to clinical medicine
and, ultimately, to the delivery of health care. There has also
been a less substantial flow from chemistry to physics and, in
recent years, from applied physics and electrical engineering to
health care. NMR eventually became the basis for one of the most
powerful diagnostic tools of twentieth (and twenty-first) century
medicine (MRI).

The transistor revolution was a direct
outgrowth of the expansion of solid-state physics, but the
successful completion of that revolution was in turn heavily
dependent upon further developments in chemistry and metallurgy
which provided materials of a sufficiently high degree of purity
and crystallinity. Finally, physics has spawned sub-specialties
that are inherently interdisciplinary: for example, biophysics,
astrophysics and materials science.

One further point, however, is implicit in
what has already been said. The availability of new or improved
instrumentation or experimental technique in one academic
discipline has often been the source of interdisciplinary
collaboration. In some critical cases, it has involved the
migration of highly trained scientists from one field to another,
such as those physicists from the Cavendish Laboratory at Cambridge
University who played a decisive role in the emergence of molecular
biology. This emergence had depended heavily upon scientists
trained in physicists' skills at Cavendish, who transferred the
indispensable tool of X-ray crystallography into the very different
realm of biology. Molecular biology was the product of
interdisciplinary research in the special sense that scientists
trained in one discipline crossed traditional scientific boundary
lines and brought the intellectual tools, concepts and experimental
methods into the service of an entirely new field (Judson,
1979).

The German physicist, Max von Laue,
discovered the phenomenon of X-ray diffraction in 1912. Its
applications in the early years were employed by William Bragg and
his son, Lawrence Bragg, primarily in the new field of solid-state
physics but also, later on, in developing the field of molecular
biology. The main center of the methodology of X-ray diffraction
was for many years the Cavendish Laboratory, presided over by
Lawrence Bragg. Numerous scientists went there in order to learn
how to exploit the technique, including Max Perutz (at the time a
chemist), James Watson, Francis Crick, John Kendrew, all later to
receive Nobel Prizes in Physiology and Medicine. The transfer of
skills in X-ray diffraction was facilitated by the unusual step of
the establishment of a Medical Research Council unit at the
Cavendish, headed by Perutz but under the general direction of the
physicist Lawrence Bragg (Crick, 1988: 23). James Watson (1968:
220) later reported Bragg's obvious delight over "...the fact that
the X-ray method he had developed forty years before was at the
heart of a profound insight into the nature of life itself". To
infer the three-dimensional structure of very large-molecule
proteins by the new technique of X-ray crystallography, which
offered only two-dimensional photographs of highly complex
molecules, appears to have been a hellishly difficult enterprise,
but it provided much of the basis for the new discipline of
molecular biology. Rosalind Franklin who, sadly, died very young,
is widely agreed to have been the most skilful practitioner of
X-ray crystallography.

Moreover, it is important to observe that
the two separate communities—university scientists (including
medical school clinicians) and commercial instrument
makers—interacted with and influenced one another in ways that were
truly symbiotic. Precisely because these two communities marched to
the tunes of very different drummers, each was ultimately
responsible for innovative improvements that could not have been
achieved by the other, had the other been acting alone (Gelijns and
Rosenberg, 2000). It should be added that the applications of
physics research have usually moved more readily across
disciplinary boundary lines in industry than they have in the
academic world. Profit-making firms are not particularly concerned
with where those boundary lines have been drawn in the academic
world; they tend to search for solutions to problems regardless of
where those solutions might be found (NRC, 1986).

Thus, the technological realm has not only
played a major role in setting the research agenda for science, as
I have argued. Technology has also provided new and immensely more
powerful research tools than existed in earlier centuries, as is
obvious by mere reference to electron microscopy in the study of
the micro-universe, to the Hubble telescope in the study of the
macro-universe, and to the laser, which has become the most
powerful research instrument throughout the realm of the science of
chemistry. In addition, the laser has found a wide range of uses in
medical care.

Finally, since this article was written
within easy walking distance of the Stanford Linear Accelerator, it
seems appropriate to close with the following observation: in the
realm of modern physics it appears that the rate of scientific
progress has been largely determined by the availability of
improved experimental technologies. In the succinct formulation of
Wolfgang Panofsky, the first director of SLAC, "Physics is
generally paced by technology and not by the physical laws. We
always seem to ask more questions than we have tools to answer."
Exactly.
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1. Introduction

Innovation is the engine of progress in
our society. We can define innovation as "dramatically changing
people's lives through the introduction of new products or
services". Thus, innovation is not a mere technological discovery
nor an experimentation of a new product idea. Unless it impacts
people's lives, its social significance is minimal. Only when
dramatic changes occur in people's lives, does it deserve to be
called innovation.

For innovation to be realized in the form
of new products or services, two knowledge dynamics are
necessary—i.e., knowledge-accumulation dynamics and knowledge-
utilization dynamics. Corporations usually introduce new products
or services to society and in so doing they utilize various types
of knowledge, such as technology and other intangibles which have
been created and accumulated by themselves and others in
society—e.g. in universities. Thus, for us to understand innovation
in our society, we need to understand two dynamics concerning
knowledge: how knowledge was accumulated and how knowledge is used.
That is the topic of this essay.

Our two main conclusions are: first,
organizations are good at accumulating knowledge, and markets are
good at using knowledge and second, too much emphasis on the market
mechanism can be detrimental to the continuation of innovation
since there must be someone who accumulates knowledge in the first
place.

2. A Tale of Three Innovators: Apple, Microsoft
and Google

Nowadays, the pace of innovation worldwide
is accelerating. For example, many amazing innovations have been
achieved in connection with the personal computer over the past
three decades, truly changing our lives dramatically. Among the
firms which have led this innovation, all of us know that three
innovators stand out: Apple, Microsoft and Google. Apple introduced
one of the first commercially successful personal computers into
our lives and then led the innovation of the user-friendly PC with
a mouse and icons. It is now changing the way we read books,
through iPad. Microsoft is another innovator in personal computer
software, introducing the first widely-used operating system for
the Intel chip PC, DOS, and then the user-friendly Windows
operating system, with huge success. Indeed, it is not too much to
say that these two firms have been writing the history of personal
computers.

After the PC became everybody's tool, the
arrival of the internet age led to communication between them, and
it brought the famous Google, which made the PC the gateway to the
wide world of information on the internet. Google's innovation was
the fabulous search engine and super-powerful data centers with
innumerable servers which search the web unceasingly. These data
centers are now the source of the next generation of
computer-related innovation: cloud computing.

All three firms started as small ventures
in the US not too long ago, each led by a quintessential
entrepreneur—Steve Jobs at Apple, Bill Gates at Microsoft, and
Sergey Brin (together with Larry Page) at Google. However, these
individuals did not fight single-handedly to make their innovations
possible. Behind their entrepreneurial activity lies a huge amount
of knowledge accumulated by large organizations. For Jobs and
Gates, the large organization was Xerox Corporation, and for Brin
it was Stanford University.

The basic technology for the user-friendly
personal computer that we know today was developed by Xerox
Corporation's Palo Alto Research Center (PARC). This technology was
first applied in a workstation called "Alto", which was the
precursor of the modern personal computer. However, despite the
technical success of the technology, Xerox failed to allocate
sufficient resources to this project as a result of various
administrative troubles within the company and the poor financial
success predicted to the management by the corporate-marketing and
accounting departments. Thus, Xerox unfortunately failed to become
the market innovator for the personal computer. Even though the
technology developed for the personal computer was successful as a
result of the large resources devoted to it by Xerox, the
accumulated knowledge was not used well by them for their own
commercial success.

Feeling disappointed, many engineers left
PARC. One group went to Steve Jobs of Apple and created Lisa and
Macintosh, the forerunner of today's personal computers. Another
group of engineers from PARC was invited by Bill Gates to join
Microsoft, where they developed the Windows operating system. Thus,
Xerox accumulated most of the necessary basic knowledge for the
personal computer age at PARC, but this was later used for
commercialization by the small venture firms in Silicon Valley.
Entrepreneurs with an acute business sense detected the potential
of the technology accumulated by large organizations and
capitalized on it by appropriating it through the market
mechanism.

For Sergey Brin, the co-founder of Google,
the main large organization on whose knowledge accumulation he was
able to capitalize was Stanford University. Wikipedia describes his
life story until he founded Google as follows:

Brin immigrated to the United States from
the Soviet Union at the age of six. Earning his undergraduate
degree at the University of Maryland, he followed in his father's
and grandfather's footsteps by studying mathematics,
double-majoring in computer science. After graduation, he moved to
Stanford to acquire a Ph.D in computer science. There he met Larry
Page, whom he quickly befriended. They crammed their dormitory room
with inexpensive computers and applied Brin's data mining system to
build a superior search engine. The program became popular at
Stanford and they suspended their Ph.D studies to start up Google
in a rented garage.

Education at Stanford and the network of
professors and students there provided both the accumulated
knowledge he could use and the seedbed of ideas and feedbacks for
the technological development of the Google search engine.

3. Two Knowledge Dynamics by Two Different
Groups?

The tale of three innovators shows that
for an innovation to succeed, the two functionsof knowledge
about innovation (accumulation of the necessary knowledge and the
useof knowledge), are often performed by two separate groups
of people or organizations. There are those who accumulate
knowledge and others who use it. Of course, there may be happy
cases where the same individuals or organizations both accumulate
and use, but that is an exception rather than the rule.

Why so? The reasons seem to lie in the
nature of the innovation process itself. Usually innovation is a
long process and has to go through three very different stages.
First, there is a technology-nurturing stage. A new technology is
nurtured and developed, using a variety of knowledge that has been
accumulated. Second, the new technology must find an entry point
into the market in the form of a new product. Let us call this
second stage the market-entry stage. Third, the new product
introduced must be accepted by a large number of people so that a
small entry into the market will becomea huge outpouring of
demand. Only when this outpouring occurs, will the new product
actually be used by many people and thus change their lives. In a
sense, society agrees and moves with the new product. Let us call
the third stage the societal moving stage. Only when the third
stage is successful does innovation finally become a reality.

Knowledge plays an essential role at every
stage of innovation. In the first stage, the technological
nurturing stage, technological knowledge has to be created and
accumulated to make the new technology applicable in reality.
Knowledge accumulation dynamics is the key to the first stage. Note
that we include knowledge creation in knowledge-accumulation
dynamics, since knowledge accumulation presupposes creation of new
knowledge to be accumulated. During the second stage of innovation,
the market-entry stage, knowledge utilization dynamics is the main
knowledge activity. Here, not only the technological knowledge that
has been accumulated during the first stage, but also market
knowledge is necessary in order to develop a new product. During
the third stage of innovation, the societal moving stage,
large-scale knowledge diffusion has to occur so that many people
may recognize the new product and be interested in trying it out.
This is a kind of knowledge use in that many people end up sharing
the knowledge about the new product, and the result of knowledge
use is its wide dissemination. Thus, knowledge use is the central
activity in the last two stages of the innovation process.

Although we categorize the
knowledge-relating activity into knowledge- accumulation process
and knowledge-utilization process here, each process is a very
dynamic and closely-linked activity. For example,
knowledge-accumulation itself includes some form of utilization of
old knowledge to create new knowledge, and then the combined total
of all knowledge, old and new, is accumulated. On the other hand,
in the process of knowledge-utilization, a situation is often faced
in which the knowledge one starts to use is not enough to develop a
new product for market entry, and therefore it is necessary to
create new knowledge in order to fill the gap. The newly created
knowledge will not disappear after it is used. It will certainly be
accumulated in some way after creation. In this sense, knowledge
use may be the beginning of another round of knowledge
accumulation.

Viewed this way, we can find at least two
reasons why two separate groups are often necessary for the entire
process of innovation to be successful. One reason is that it is
usually a long process from the beginning of an innovation—the
technology nurturing stage, till the end—the societal moving stage.
Since it is such a long process, a single group of people often
cannot last the entire process alone and different groups have to
take turns and pass on the baton. Another reason is the difference
between knowledge accumulation and knowledge utilization. Those who
are good at accumulating knowledge may not be good at using it in
the market place.

Even though knowledge accumulation and
knowledge utilization are intertwined, it is still meaningful to
conceptualize both knowledge-accumulation dynamics and
knowledge-utilization dynamics as two separate concepts. Our main
point here is that, in order for innovation to occur, both
knowledge-accumulation dynamics and knowledge-utilization dynamics
are necessary and responsibility for these two dynamics often lies
with two different groups of people or in two different places.

4. Organizations Accumulate and Markets
Utilize

The tale of three innovators also tells us
that knowledge-accumulation dynamics often occurs in large
organizations, like Xerox and Stanford University, while knowledge
is used by the entrepreneurs like Jobs, Gates and Brin, in the
market place. It transpires that organization accumulates knowledge
and then market uses the accumulated knowledge.

Organizations are the places where people
get together and form teams, building a stable human network. In
that network, people learn and accumulate together and from each
other. Organizations are good at knowledge accumulation. However,
they are often not very good at using the accumulation themselves,
as in the case of Xerox. Organizations, both corporate and
non-corporate, have hierarchical mechanisms of decision-making and
resource allocation within their boundaries. This hierarchy often
becomes an obstacle to free entrepreneurial experimentation inside
the organizations, especially when it involves a large amount of
investment. But that kind of investment is inevitable in the second
stage of innovation, the market-entry stage. The amount of money
involved often becomes huge, whereas at the technology-nurturing
stage it is much smaller. The organizational hierarchy is generally
not good at selecting the worthwhile risks and thus is not so good
at knowledge utilization.

Xerox's failure to invest in the personal
computer is an example of such hierarchical failure. Xerox is not,
however, an abnormal example. Many large IT firms, like IBM and ATT
(American Telephone and Telegraph) accumulated much of the basic
knowledge that we have today of IT and communication technology in
their labs, at Watson Research Center for IBM and Bell Laboratory
for ATT. They were unable, however, to realize the full business
potential of their knowledge. Entrepreneurs and the spin-offs from
these organizations, like Steve Jobs at Apple, Bill Gates at
Microsoft, Scott McNealy at Sun Micro Systems, Larry Ellison at
Oracle, and John Chambers at Cisco Systems, reaped the huge
economic benefits from the knowledge that IBM and ATT had
accumulated.

Moreover, those entrepreneurs who
succeeded in the final two stages of innovation, the market entry
stage and the societal moving stage, were often former employees of
these big firms. Among the entrepreneurs I have mentioned here,
McNealy, Ellison and Chambers all worked once either for IBM or
ATT. Only Jobs and Gates were entrepreneurs from the beginning.
Ironically, IBM and ATT not only contributed greatly to basic
knowledge accumulation for today's IT industry, but also supplied
many entrepreneurs who completed innovation in this industry.

Restructuring at IBM and ATT in the 1980's
under anti-trust pressure from the US Government was the major
trigger for these entrepreneurs to spin off. Thus, the IT
revolution in the US would have been impossible without the basic
accumulation in those large firms. But it would also have been
impossible without the restructuring of these firms who not only
released many future entrepreneurs into the new business market but
also supplied many engineers who had to leave these big
organizations and enter the labor market.

A significant advantage of the market in
knowledge utilization comes from its ability to broaden the
possibility of combining different items of knowledge accumulated
in different organizations across the organizational boundaries.
Entrepreneurs are not constrained by organizational boundaries and
they are also free from hierarchical control. When they detect an
innovation opportunity, they can obtain accumulated knowledge from
a large organization by recruiting talent from it or by learning
themselves through working for it. Resources can be recombined and
reallocated as a result of intelligent moves, thereby enabling the
opportunities envisioned to become a reality. The market works as
the place for experiment. However, the market is not very good at
knowledge accumulation. For knowledge accumulation, a stable human
network is needed, like a team, in which learning takes place among
its many members. The market is not easily equipped with the
capacity to foster such a stable human network since freedom of
action by market participants, and in particular the freedom of
entry and exit, is the basic principle of market transactions.

In any market economy, we have corporate
organizations as its main economic players and we also have
non-corporate organizations like universities which specialize in
knowledge accumulation. These organizations are linked together by
the markets through market transactions to complement their
division of labor. Markets also link corporate organizations to
consumers. Thus, organizations and markets are two very basic units
in any market economy, be it a national or a regional economy.

If we imagine the total picture of
knowledge-accumulation dynamics and knowledge- utilization dynamics
in the entire economy, our discussion so far implies that
organizations, both corporate and non-corporate, function as the
main arena for accumulation dynamics. Organizations are the places
where accumulation occurs. For utilization dynamics, however, the
main arena is the market. The market is where utilization occurs.
Obviously, the person who uses accumulated knowledge for the
purpose of innovation is the entrepreneur and the corporate
organization which he or she leads. That utilization, however,
occurs in the context of the market. In short, "organizations
accumulate and markets utilize", or a little more precisely, the
market allows a firm to utilize the organizations'
accumulation.

Certainly in the tale of three innovators
and in many other cases, the market mechanism makes it possible for
the entrepreneurs to use knowledge accumulated somewhere in the
economy. However, it is important to note that there must be
someone who accumulates knowledge in the first place. There is no
utilization of knowledge unless it is accumulated beforehand.

To summarize, knowledge accumulation is
done through learning by a team of people who share a common goal
and a common knowledge base. An organization is good at this.
Knowledge utilization for innovation is done by experimenting with
a new combination of knowledge across organizational boundaries and
providing this combination with the right resources at the right
time. Entrepreneurs with outstanding ideas are the ones who use
this knowledge. The market is the place for this kind of experiment
to happen.

5. The US experiments and Japan develops

Although there are corporate organizations
and a market in any market economy, the ways they actually work and
their relative share of importance in the total economy vary from
country to country. Any market economy is a mixture of the
organizational (hierarchical) resource-allocation mechanism and the
market mechanism.

Within a corporate organization, resources
are allocated to the organizational members through the
organizational mechanism of hierarchical authority and
coordination. In the market place, the market mechanism of
competition and price regulates the demand-supply relationship and
allocates resources among the market participants. Both mechanisms
can vary from time to time and from one country to another in their
actual details and the basic patterns of behavior of the
participating actors.

If we compare the US and Japan in terms of
the mixture of the organization and the market in an economy, much
research and the stylized facts seem to indicate that Japan is a
more organization-oriented market economy than the US, while the US
is more market oriented. For example, in the Japanese intermediate
goods market, buyers and sellers tend to maintain long-term
transaction relationships and often cooperate long term in
innovation. The relationship in automobile-parts transactions in
the Japanese automobile industry, often referred to as the Keiretsu
relationship, is a typical example, whereas in the US auto parts
market, shorter-term, arm's length relationships are the norm. I
once termed the pattern of market mechanism with these close
relationships the 'organizational' market (a kind of market
mechanism with certain features of the organizational mechanism),
compared with the freer competitive markets in the US.

If so, it then follows that Japan is
better at knowledge-accumulation dynamics and the US is better at
knowledge-utilization dynamics. Certainly this seems to be the case
and one example is the different nature of innovation activities in
the two countries. The US is the country of industrial experiment
and Japan is the country of industrial nurturing or
development.

The US is well suited for experimental
activity aimed at starting up and trying out new businesses or new
business models in many industries., Both the capital market and
the labor market in the US have the mobility to supply resources
for such experiments, and there is ample venture capital as well as
a large public-offering market for new companies. Attracted by
these markets, both capital and labor flow into the US from all
over the world—for example into Silicon Valley.

Over the course of history, there have
been many times when the US played a very dominant role in the
early stages of commercialization of innovation. Even if we limit
our scope to the last forty years, when Japan came to approach the
US in industrial strength, the US led the world in semiconductors,
liquid crystal display, information technology and biotechnology,
among others.

Japan was not too far behind when it came
to the development of an industry after the seed was planted. Both
in semiconductors and liquid crystal displays, Japan has led the
world at various stages of industrial development after the initial
experimental stage was over and the pace of technological
innovation was accelerating. Another historical example is
automobiles. Japan has been overtaking the US as the main player in
this industry after the US established it so many years ago. In
this process, the Japanese Keiretsu system of inter-firm
cooperation, a kind of 'organizational market', played an
indispensable role.

How can the US maintain its position? The
American knowledge-utilization dynamics seems to be as strong as
ever, even now—Google being one of the latest examples. As I noted
before, any knowledge utilization presupposes knowledge
accumulation. Without accumulation, there is nothing to be
utilized. Then, where does knowledge accumulation come from for the
American knowledge-utilization dynamics? Perhaps not so much from
the American corporate organizations' accumulation as before. For
example, the famous Bell Lab disappeared after ATT was broken up
and at the IBM Watson Research Center, the glory of its former days
is said to be fading.

There are at least two sources of
knowledge accumulation still available to American firms and
American entrepreneurs. One is the open knowledge base accumulated
in American universities. The other source is knowledge
accumulation done in other countries, both in corporate
organizations and non-corporate organizations. The US can tap and
attract those accumulation sources outside its national border.

6. The US as the market arena for the world

A particular strength of the American
economic system lies in the very openness of this system. One of
the clear ways for American firms to capitalize on this openness is
to broaden the scope of the open knowledge base they can tap.
American firms have been much more active in international sourcing
of their knowledge base, either in the form of foreign R&D
activities or of inviting foreign university personnel to different
American organizations, universities or firms. This is in a sense
an effort to broaden the open-knowledge base for American
firms.

Another example of broadening the
open-knowledge base is to have marketplaces of venture activities
for innovation, such as Silicon Valley, in the US. These
marketplaces attract many people from all over the world, who bring
their accumulated knowledge with them. People from many corners of
the world flock to America in order to capitalize on the knowledge
accumulation in the market arena that the US provides. In a sense,
the US is tapping the large open-knowledge base throughout the
world by providing the market arena for knowledge holders outside
America.

As we already mentioned, this is made
possible partly because of the existence of a very mobile labor
market and a very active venture-capital market in the US. There
are, however, three more basic conditions that enable the US to
function as the market arena for the world.

The first condition is that the native
language of the US, English, is the lingua franca of the world.
People from other parts of the world can come to the US without
fearing language problems, as long as they can speak at least
broken English. English has become the lingua franca thanks to the
British Empire. The second condition is that the American dollar is
the international key currency. People who earn money using the
American market system have not had to worry too much about the
international value of what they earn, at least until the Lehman
shock. The third condition is that the US is a country of
immigrants not only in its origin but also in terms of the current
immigration policy. The US is thus a melting pot of many people
with different ethnic origins where anybody can come from different
parts of the world. Those who come to the US do not have to worry
too much about their origin.

In a sense, Google is a good example of
the US attracting knowledge originally accumulated elsewhere in the
world. Sergey Brin came to the US at the age of six from the then
Soviet Union, where his father was a mathematics professor at one
of the major universities. Sergey followed the family tradition and
was educated by his father to become another mathematician, in a
sense utilizing the knowledge accumulated in the Soviet Union
university system. The rest of the story is now history.

These three conditions—i.e. language,
currency and ethnic origin, are something that no other country can
currently emulate. Only the US enjoys this special position
resulting from its historic and ethnic circumstances. That is why
it is able to maintain its knowledge utilization dynamics.

7. Fair Emphasis on Organizational Knowledge
Accumulation

In a sense, the US is unique: an exception
rather than a rule. If other countries were to try to repeat the
glamour of American-style knowledge-utilization dynamics, by
trying, for instance, to develop a Silicon Valley of their own
without making a substantial effort to accumulate knowledge within
their own national borders, they would likely fail. Knowledge
utilization does not work without knowledge accumulation in the
first place.

Behind the knowledge utilization dynamics
in the US lies the very active market mechanism. Economists tend to
overemphasize the merits of the market mechanism. But after the
fall of communism and the planned economy in the 1990s, the
American ideology seems to have swept the world.

It is one thing to use the market
mechanism to allocate resources in a stable economy where the
knowledge or technology bases do not change very much. The basic
theory of a market economy almost always assumes a given set of
technology. It is another thing, however, to have too much faith in
the market mechanism when we have to consider how to broaden our
knowledge base in society by accumulating new knowledge, as in the
case of innovation. Who would want to accumulate knowledge if too
many economic actors were busy trying to use what they already
know?

Moreover, when utilization dynamics become
bigger, accumulation dynamics may get smaller. The utilization
dynamics would become more active (i.e., get bigger) if there were
sources of knowledge that corporations could depend on for
utilization. It is often the open knowledge base outside the
corporate organizations upon which they become dependent. Such an
increase in external dependence could have a negative impact on the
corporate organization's efforts to accumulate internal knowledge,
because people in the corporate organization might consider it more
profitable to use external knowledge rather than invest in
obtaining internal knowledge accumulation. Since corporations play
an important part in knowledge accumulation through their internal
R&D efforts, an increase in their external dependence would
mean that the accumulation dynamics in society as a whole would
shrink.

Innovation is essential for economic
growth, be it a national or a regional economy. We have to be
deeply concerned about the mechanism to make innovation more active
in the economy as a whole. As I have been emphasizing, an
organization accumulates and the market utilizes. There are
currently tendencies to emphasize the importance of the market
mechanism to such an extent that the importance of the
organizational mechanism is neglected. We have to pay attention to
the organizational knowledge-accumulation mechanism in both
corporate and non-corporate organizations. Too much market
orientation may be detrimental to sustainable innovation, to the
economy and to society as a whole.
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1. INTRODUCTION

In recent years considerable attention has
been devoted to the phenomenon of "open innovation" (Chesbrough,
2003). In a nutshell, the sources for innovation are no longer
largely internal in a firm, but have spread to many loci in the
outside environment. There are different sources of open
innovation. A classical one is knowledge spillovers, which arise
when firms can capture knowledge or information "in the air", as
Marshall put it. Recently, there has been an upsurge in the
so-called "open source" phenomenon whereby knowledge and
information are distributed openly by their producers, in a context
where the production and distribution of knowledge are governed by
well-defined norms (e.g., Lerner and Tirole, 2002). An "old" form
of open source is open science, which is again based on clear norms
of production and diffusion of knowledge (Dasgupta and David,
1994). Open science, and particularly the proximity of firms to
universities or other scientific institutions, have themselves been
considered sources of knowledge spillovers (e.g., Alcacer and
Chung, 2007).

While both spillovers and open source (or
open science) are important sources of open innovation, this
chapter focuses on the acquisition or distribution of knowledge
that depends on a standard economic mechanism—that is,
market-mediated forces. While spillovers or open source imply
exchange of knowledge based on forces or norms other than markets,
in this case knowledge is exchanged at a price. This price may take
several forms—e.g., licensing royalties, profit sharing,
co-development or supply of resources for innovation. But what
distinguishes this source from the others is that knowledge is
traded. As we shall see, this trade is more complicated than that
of standard commodities, and has far more limitations. However, not
only is it possible, but it has become more and more significant in
recent years.

We shall discuss the notion of technology
trade in a broad sense. While the classical example is licensing
agreements, whereby one firm sells technology to another firm in
exchange for money, we include more elaborate forms of technology
transaction, in particular alliances or other collaborative
arrangements for the development of innovation. We remain
deliberately vague on this definition to let the reader interpret
technology trade in the way he or she prefers.

The reason why we focus on these
market-mediated forces is twofold. First, as noted, they have grown
in recent years. For example, from 1980 to 2003 in the G8
countries, technology royalty payments and receipts increased
annually by an average of 10.7% and reached an annual volume of
approximately US$190 billion in 2003 (OECD, 2006). Arora et al.
(2001), as well as Arora and Gambardella (2010a and 2010b), provide
additional systematic evidence of these trends. Second, markets are
in general an important institution for economic growth. I am sure
that a good deal of knowledge is diffused today via spillovers,
open source, or open science, and in this chapter I do not want to
discuss or claim any superiority of the market mechanism with
respect to these other forces. However, the formation of markets
for knowledge, or markets for technology are crucial for many
aspects of the growth of knowledge, its diffusion, or the ability
of firms to use knowledge as a resource more effectively. Moreover,
they create new strategic options for firms, as firms can decide
whether to buy, make or sell technology. Without such markets the
only strategic option for product innovators is to produce their
own technology, and for the technology makers to invest in the
downstream assets to sell the product that embodies the
technology.

The goal of this chapter is to discuss the
factors that make the rise of technology markets possible, along
with the limits to their development. I then examine a number of
implications for industry structure and company strategy.
Specifically, the chapter is organized as follows. The next section
provides a general overview of the nature and limits of technology
markets. The following section discusses the implications of the
absence of markets for assets, highlighting what we can expect to
observe when such markets exist. We then deal with three main
limitations to the formation of technology markets: a cognitive
limitation, i.e., in trading knowledge it may be hard to identify
the object of exchange; a transaction cost limitation, i.e., one
needs proper institutions for these markets to function; a degree
of market limitation—i.e., knowledge has special properties which
imply that only under certain conditions does a given piece of
knowledge have a market large enough to justify its trade. We
conclude by discussing some implications for industry structure and
company strategy.

This chapter draws on my research on this
topic with Ashish Arora and Andrea Fosfuri. Here I summarize some
of the main issues and implications of our work. While they are of
course not responsible for any drawbacks or limitations in this
chapter, I encourage the interested reader to look at Arora et al.
(2001a), or Arora and Gambardella (2010a and 2010b), where we
discuss at greater length some of the issues dealt with in these
pages.

2. BACKGROUND

The exchange of technology between
independent parties is not a novel phenomenon. In a series of
articles, Lamoreaux and Sokoloff (e.g., 1996 and 1999) discuss the
existence of an active market for patents in the US in the 19th
century. Typically, inventors used to develop their own
technologies which were then sold to firms that developed them and
manufactured and commercialized the products, or employed them as
process innovation. Interestingly, Lamoreaux and Sokoloff also
document the existence of services and institutions in support of
the technology trade, as we typically observe when markets exist.
Thus, for example, patent lawyers supported both inventors and
companies in their trade, special magazines or trade press provided
information about the technologies to be sold, and the patent
office itself was a crucial institution in this trade as it
provided the certification of the property rights and of the
novelty of the invention.

As Lamoreaux and Sokoloff themselves
noted, the US market for patents shrank in the 1920s. One important
reason is that the development of technologies became too risky and
complex to be governed by individual inventors. For example, it
required expensive equipment that the individual inventors, or
their small firms, could not afford. A related reason was that
knowledge itself became more complex and interdisciplinary,
requiring the contributions of specialists in many fields. As a
result, inventors were gradually employed by larger firms, which at
the same time started to become large enough to bear the growing
costs and risks of innovation.

To be sure, even in the mid-20th century
many large corporations relied on outside sources of ideas,
especially at the upstream end of the knowledge spectrum. For
example, Mueller (1962) documents that quite a few of Du Pont's
major inventions in the first half of the 20th century came from
ideas that it had acquired from external inventors or smaller
firms. Arrow (1983) theorizes on this point. He notes that large
and small firms have comparative advantages in different types of
innovations or at different stages of the innovation activity. In
large firms there is a greater organizational distance between the
inventor and the manager who is responsible for financing the
innovation. This implies that firms finance only projects in which
the asymmetric information between the managers and the inventors
is not excessive. But limited asymmetric information is typical of
projects for which there is substantial knowledge and information,
i.e., that are less risky and innovative. When projects are
particularly innovative it is most likely that the inventor has
more information than the manager, and in general the manager (or
the external financier) takes a greater risk in financing them.
Smaller firms, or even firms founded by the inventor, have a
shorter organizational distance, which makes the problem of
asymmetric information less severe. At the same time, larger firms
have more internal resources to finance larger-scale projects and
inventions. This is typical of the downstream development of
initial innovations or ideas, or of more basic research projects
that demand significant investment in large scale equipment or
resources. As a result, small firms specialize in the development
of riskier projects that demand fewer resources, while larger firms
specialize in larger-scale projects, whether upstream or
downstream. Given the complementarities between these two types of
projects Arrow concludes that a "market for firms", whereby larger
firms buy the smaller concerns that produce new ideas, can make our
economies more efficient by giving rise to a division of labor in
innovation based on comparative advantages.

Teece (1988) analyzes the reasons why a
market for Research & Development (R&D) services encounters
serious limitations. He argues that the interdependencies among
tasks in the innovation process, and the natural uncertainty
associated with development and commercialization of innovations,
create at least three sources of transaction costs. First, it is
hard to provide detailed specifications of the task requirements at
the outset of the innovation process. These specifications can be
defined more precisely while undertaking processes needing
contracts that are largely incomplete and which potentially leave
either party open to opportunistic behavior by the other. Second,
if a company develops close interactions with one technology
supplier, the interplay of relationships may generate sunk costs,
which can give rise to switching costs and "lock-in" problems.
Finally, releasing pre-contract information to bidders may require
the companies to share valuable proprietary information, and
increases the risk that competitors will discover its R&D
plans.

Teece (1988) concludes that these reasons
explain why the creation, development, and commercialization of new
products and processes have traditionally been integrated within
firms. This is consistent with the classical view of Grossman and
Hart (1986) and Hart and Moore (1990) who argue that vertical
integration, and the authority it confers, help to solve the
problems of opportunistic behavior that arise when contracts are
incomplete. In the case of innovation, this means that a firm can
specify and organize the actions of the various agents involved in
the innovation process while the process is taking place. In a
similar vein, Arrow (1975) develops a model showing that one of the
determinants of vertical integration is asymmetric information
about the quality of the supply. In addition, being part of the
same organization helps the various specialists to acquire a better
understanding of each other's problems and needs, to share common
objectives and beliefs, and to adopt a common language (Arrow,
1974). This facilitates collaboration and information exchange, and
increases the productivity of the innovation process.

Teece (1988) also points out that the
problem is more severe in the case of more complex technologies,
such as systemic technologies that require profound
interdependencies between many activities, as compared to
"stand-alone" innovations. He therefore acknowledges that the
advantages of integrating the innovation tasks within the same
organization can differ across industries and technologies.
However, he also provides numerous examples showing how the lack of
proper integration of R&D with manufacturing and
commercialization leads to poor innovation performance. In short,
the Teece (1988) perspective provides the natural theoretical
support for the discussion found for instance in Chandler (1990)
who argues that historically the advantages of larger integrated
firms has been their ability to make systematic "three-pronged"
investments in R&D, production and marketing.

3. THE EFFECTS OF HIGH TRANSACTION COSTS IN THE
MARKETS FOR CORPORATE ASSETS

In order to better understand the
implications of markets for technology, it is useful to begin with
a more general discussion of the implications of high transaction
costs in the markets for corporate assets. Broadly speaking, these
assets include technology, production expertise and facilities, a
strong brand-name reputation, human assets, supplier networks and
established marketing channels.

The resource-based theory of the firm
suggests that to be a source of sustained above-average
performance, resources must meet three criteria: they must be
valuable, rare and imperfectly mobile (Barney, 1991; Peteraf, 1993;
Markides and Williamson, 1996). In other words, a competitive
advantage must be underpinned by resources for which
well-functioning markets do not or cannot exist, or they will have
high transaction costs. So, the firm builds a sustainable
competitive advantage by having access to assets that its
competitors cannot access. Barney (1986) notes that the possession
of such assets must be rooted in imperfections in the factor
market, i.e., the market where the factors used to create such
assets are traded, and these imperfections ultimately arise from
differences in the expectations that firms hold about the future
value of the assets (Barney, 1991). Dierickx and Cool (1989) argue
that not all the assets required to sustain competitive advantage
can be bought and sold. Instead, such assets must be accumulated
internally through a number of mechanisms over a period of time.
Similarly, much of the thinking on technology strategy has
approached the problem by implicitly or explicitly assuming that
technological assets cannot be directly bought and sold and the
services of such assets cannot be "rented". In the context of our
analysis in this chapter, it is interesting to ask what happens
when some assets that were not tradable become tradable.

The immediate consequence of an absent or
highly imperfect market for technology is that the innovator has to
mainly find the sources of the technology in-house. That is, in
order to extract the value from the technology, it (or rather its
services) must be embodied in goods and services that are then
sold. Such goods and services must have lower costs or command
higher prices in order to deliver returns that are greater than the
competitive rate of returns: so that firms can earn
"quasi-rents".

Consider a case where a firm has developed
a new cost-reducing technology for the production of certain goods.
In order to extract value from the technology, the firm must use it
to produce the goods. Not only does this require the firm to have
access to the complementary assets (such as land and physical
equipment, marketing channels and so on), but the returns also
depend on the volume of output that the firm can produce and sell.
If the complementary assets are themselves not traded in a
competitive market, or if firms differ in their access to them,
then firms that have superior access to these complementary assets
will be able to derive greater value from the technology.
Similarly, firms that can exploit the technology on a larger scale
will be able to derive greater value from it (Cohen and Klepper,
1996; Klepper, 1996).

Continuing with this logic, larger firms
or firms with superior access to complementary assets will have a
greater incentive to invest in the technology in the first
instance. Taking this one step further, firms investing in
technology would be well advised to also invest in the
complementary assets that cannot be easily and efficiently acquired
on the market. In other words, as Teece (1986) puts it, firms have
to invest in creating co-specialized assets to maximize their
returns from developing new technology. In short, in the absence of
a market for technology, a firm must often acquire other assets in
order to extract profits from the technology. Insofar as these
other assets are themselves expensive and illiquid, well
capitalized, large, integrated firms that possess such assets have
greater incentives to invest in developing new technologies
(Nelson, 1959). Conversely, smaller firms face major hurdles in
developing and commercializing technology.

The situation is quite different when the
asset can be sold or rented. Complementary assets need not be owned
or even directly accessed by the technology developer. The relative
importance of complementary assets within the boundaries of the
individual firms diminishes relative to the existence of such
complementary assets at the level of industries or markets as a
whole. Clearly, transaction costs or factors may increase the cost
of acquiring the complementary assets externally relative to owning
them in-house, even when such markets exist. However, as these
imperfections become less important, then, to use Teece's
terminology, the existence of complementary assets at the level of
markets or industries may offset the lack of such assets at the
level of the firm.

Ultimately, a market for the asset
provides the innovator—a firm that has developed the new
technology—with more options. Instead of embodying a
newly-developed technology in goods and services, a firm may choose
to sell or license it to others, or may choose to buy it from
external providers rather than develop it in-house. This does not
mean that companies would only acquire technologies from external
sources. Leading companies would probably choose the right balance
between external acquisition and in-house development of
technologies, even though for companies with lower in-house
technological capabilities the existence of external technology
sources might be critical to enhance their ability to produce and
sell more innovative goods. Similarly, a market for technology
assets does not mean that innovating firms will become pure
licensing companies, although several small (and not so small)
firms have been successful as specialized technology suppliers.
Rather, the appropriate strategy in the presence of technology
markets depends on the efficiency of markets for other types of
assets, including finance.

Moreover, in thinking about how a market
for technology conditions strategies, there is one other industry
level force that must be considered. Markets, particularly
efficient markets, are great levelers. As we shall discuss in
section 5 below, a technology market lowers entry barriers and
increases competition in the product market, which often implies a
rethink of existing strategies. In turn, this implies that when a
well-functioning market for an asset exists, such an asset cannot
be a source of sustainable competitive advantage and firms have to
look somewhere else for gaining an edge over competitors. This is
an important consequence of technology markets. When they exist,
technology cannot be retained in exclusive ways. By contrast, one
area that retains its exclusive nature is likely to be the
knowledge of customers and markets, and the assets that link these
markets and clients to a specific firm vs. its competitors. This
knowledge, and the underlying assets depend on sizable investments
and a good deal of experience with such markets and clients. To the
extent that the markets for these assets remain less perfect than
the technology markets, commercialization capabilities, market
information, and other downstream assets, may become better sources
of differential advantages vis-à-vis the competitors.

4. LIMITS AND OPPORTUNITIES IN THE GROWTH OF
TECHNOLOGY MARKETS

4.1. Uncertainty and cognitive limitations

An important limit in the growth of
technology markets is that the key objective of exchange, knowledge
or technology, is characterized by significant uncertainties. This
is especially true when technology is not codified, is embedded in
people or machines, and is largely based on experience rather than
general principles. For example, improvements in a production
process or in a service may be hard to define and codify with
precision. In these cases, the object of the transaction is
ill-defined to begin with, and this ambiguity makes it harder to
trade in the improved process.

Arora and Gambardella (1994) argue that
the increase in the extent to which industrial technologies are
based in science (including engineering sciences), and the use of
advanced instruments and computers, are reducing the fraction of
"inarticulable" technology. Thanks to advances in computer
technology, including software, many technical problems (e.g., in
design, semiconductors, biotechnology, and many other industries)
can be defined in logical terms (e.g., mathematical language) and
captured in software. Interestingly, there are useful synergies
with patents in facilitating technology transactions. Codified
technology is easier to patent. Conversely, an increasing
appreciation of intellectual property rights encourages
codification of innovations.

The difficulties, however, are not only
contractual. Discovering who has relevant technology and the price
at which they may make it available (if at all) is also difficult.
Understanding what they have and how to use it amplifies the
problem. Conversely for a seller, identifying potential buyers can
be problematic, and once a prospective partner has been identified,
settling on the price can be no less challenging. Moreover, new
technologies are often surrounded by commercial uncertainty
(Rosenberg, 1996). Simply put, it is difficult to know what
applications the technology can have. This raises the search costs
of both buyers and suppliers and leads to considerations of option
values rather than actual values, and renders potential
transactions subject to a variety of biases to which human beings
are prone when faced with uncertainty. The net result is that
technology transactions are more imperfect and harder to
accomplish.

4.2. Patents as a solution to the contractual
limitations in technology trade?

Teece's (1988) limitation discussed
earlier is fundamentally a limitation in our ability to write
contracts involving an ill-defined object like knowledge or
technology. Arrow's (1962) solution to the classical problem of
information exchange is to appeal for intellectual property
protection. If protected, the seller could disclose the details to
potential buyers, mitigating the problem. This close relationship
between patenting, the technology market, and specialization in
invention is reflected in trends in patenting and measures of the
technology market. Lamoreaux and Sokoloff note that patenting per
capita in America rose during the 19th century, peaked in the early
20th century, and then declined thereafter, closely mirroring
trends in individual inventor activities and in trade in patents.
After the mid 1980s, patenting per unit of R&D investment in
the US changed course and began to rise, very close in time to the
resurgence in technology markets as well (see Arora and
Gambardella, 2010a).

From a theoretical point of view, Arora
(1995) provides a model that clarifies some important conditions
under which technology trading can occur, and the role of patents
in this process. Many trades in technology actually come with the
provision of complementary services—like the provision of know-how
and technical services—along with a blueprint technology, like a
licensed patent (Taylor and Silberston, 1973, Contractor, 1981).
Arora models the case where, along with the technology, the
licensor also has to transfer know-how. Given the difficulty in
objectively verifying that the know-how is provided, the licensor
has an incentive to skimp, since providing such know-how services
is costly. Conversely, insofar as some payments are conditional on
the provision of the know-how, the licensee has an incentive to
withhold payment, claiming that inadequate know-how was
provided.

The model shows that these problems can be
solved by staggering the payment to the licensor over time and by
relying on the property rights of the technology. The buyer's value
depends on the technology and the know-how. While the know-how that
is transferred cannot be withdrawn, by withdrawing the rights to
use the technology, the licensor does have a hostage because the
know-how without a license to the patent is of diminished value. In
some cases, the bundling with other complementary inputs, such as
specialized machinery can provide a similar role (e.g., Arora,
1996).

The empirical literature provides mixed
evidence on the relationship between patent protection and
technology licensing contracts. Using a sample of 118 MIT
inventions, Gans, Hsu and Stern (2002) find that the presence of
patents increases the likelihood that an inventor will license to
an incumbent rather than enter the product market by
commercializing the invention (see also, Decheneaux et al., 2008).
Anand and Khanna (2000) find that in the chemicals sector, where
patents are believed to be more effective, there are more
technology deals, a larger fraction of these are arm's length,
involving exclusive licenses, and a larger fraction of licensing is
for future technologies rather than existing ones. In contrast,
Cassiman and Veugelers (2002) do not find that more effective
patents encourage Belgian firms to enter into collaborative R&D
arrangements. Evidence from cross-national data is similarly mixed
(see Arora and Gambardella, 2010a)

Arora and Ceccagnoli (2006) provide a
potential resolution of this mixed evidence. They argue that when
licensing is attractive, then patent protection facilitates
licensing. However, for firms with the ability to commercialize
technology themselves, patent protection also increases the payoffs
to commercialization. Analyzing data from a comprehensive survey of
R&D-performing firms in the U.S., they find that patent
protection increases licensing, but only for firms that lack
complementary manufacturing capabilities. Hall and Ziedonis (2001)
provide similar evidence from the semiconductor industry: all else
being equal, small design specialists are more likely to patent,
and case- study evidence suggests that they do so to license their
technologies.

4.3. General-purpose technologies and the size
of technology markets

Much of the discussion thus far has
focused on the factors that affect the cost and efficiency of
technology transactions. Hence Adam Smith's well known observation
that "the division of labor is limited by the extent of the
market". Thus, even if one could successfully solve the contractual
problems, a fully-fledged division of labor in the production and
utilization of knowledge and technologies would depend on the size
of the market for their applications.

To understand this issue one has to better
define what is meant by size of the market in the case of
technology. Suppose that a certain body of knowledge or a certain
technology is specific to a given application by a particular firm.
The context-specific nature of the knowledge and technology would
then imply that it is difficult to "re-use" it for other
applications. In these cases, the R&D cost can only be spread
over the volume of production of the goods associated with the
given application. But this implies that the potential supplier
would not have any economic advantage in the R&D activity
relative to the firm that produces and sells the goods, because the
market size of the technology would not be much larger than that of
the goods to which it is applied. Moreover, the comparative
advantages of the supplier would not increase, if the size of the
market (for those goods, and hence for that application) were to
increase. In other words, if a specialized supplier is restricted
to a single buyer, there is no advantage to specialization that can
offset the inevitable costs of transaction and others involved.

A specialization advantage arises only if
a supplier which incurs fixed costs can serve a number of different
producers at only a small additional cost. This requires the
technology or the knowledge base of the supplier not to be totally
idiosyncratic to specific contexts or environments. In other words,
while the technology may have to be adapted to various applications
or users, at least parts of the technology and knowledge bases can
be re-used at zero or very low incremental costs. Under these
conditions, specialized suppliers would have an advantage over any
individual user because although the user could also re-use the
knowledge, he or she would do so much less frequently than would a
specialized supplier serving a number of users.

In short, what we suggest here is that
technology markets and specialized technology suppliers are more
likely to arise in the case of general-purpose technologies
(Bresnahan and Trajtenberg, 1995; Rosenberg, 1976), or when the
technology relies on "general and abstract knowledge bases" (Arora
and Gambardella, 1994). General-purpose technologies, or GPTs, are
technologies that encompass several applications. Since the fixed
cost of developing a GPT can be spread over many potential
applications, the efficiency of specialized GPT suppliers increases
as the number of applications to which the GPT is applied
increases. Thus, specialization advantages arise with increases in
the size of the market, insofar as the increase is due to an
increase in the number of potential users of the GPT rather than an
increase in the size of the individual user or application.

Bresnahan and Gambardella (1998) develop a
model in which they argue that the size of the market has two
components: N, which is the number of diverse applications of a
given technology, and S, the average size of each application. They
show that as N increases, a vertical division of labor becomes more
likely: technology-specialist firms produce GPTs supplied to the
downstream producers that operate in different segments of the
final market. As S increases, downstream firms are more likely to
integrate backward to produce dedicated technologies for their
business. Dedicated technologies are customized and co-specialized
for a given application, but they cannot be used for other
applications. GPTs can be employed for many applications, but they
are less effective than a dedicated technology in any of them.

The intuition is that with high N, a
specialized technology supplier can gain economies of scale at the
level of the industry. To do so, however, the supplier has to
produce a general technology to be offered to the different
downstream segments of the final market. By contrast, with high S
the final market of a specific application is large enough to
justify a fixed cost investment in a technology dedicated to it.
Thus, a large N encourages the production of GPTs, and through them
the exploitation of economies of scale at the industry level
associated with the breadth of the final market. A large S
encourages instead the production of dedicated technologies and the
exploitation of economies of scale at the level of the firm (or
application) associated with the depth of the final market.

Bresnahan and Gambardella discuss the
example of the Japanese machine tool sector that developed compact
general-purpose machines for the differentiated needs of small
final producers in many manufacturing industries. By contrast, in
the US, machine tools were technologies largely dedicated to the
need of the large automobile industry. The argument is not
country-specific, because as they also point out, the roles are
reversed in the case of software. In the 1980s, the large PC market
in the US, which catered to many different types of users, led to
the production of general-purpose packaged software created by
specialist vendors. In Japan there were fewer PCs, and computers
were largely mainframes owned by large users for specialized
applications. As a result, Japan had many large providers of custom
software but few independent software package producers. Moreover,
users often developed their own software.

Arora et al. (2009) test the predictions
in Bresnahan and Gambardella using data from the chemical plant
engineering sector. In their model, large chemical firms (those
investing in more than one plant) choose whether to design the
plant internally or engage an external supplier of design
andengineering services—the specialized engineering firms, or
SEF. Small firms either use an SEF or do not enter the market. They
generalize the model by allowing the number of SEFs operating in a
market to depend on the demand for their services, and therefore on
the decisions of potential buyers, i.e., the chemical firms.
Consistent with the theoretical predictions in Bresnahan and
Gambardella (1998), they find that the number of SEFs increases
when the market expands through an increase in the number of
potential buyers but not when market expansion is due to an
increase in the average size of buyers.

Today, there are growing examples of GPTs
and a rise in related technology markets. Gambardella and McGahan
(2010) discuss several of them, and the business models of the
technology specialists. For example, Maine and Garsney (2006)
discuss the stories of two nanotechnology companies—Hyperion
Catalysis and Cambridge Display Technology (CDT). Hyperion
Catalysis has developed special applications of fullerenes, carbon
allotropes discovered in 1985 that represent a general technology
with many potential applications based on basic nanotechnology
materials research. Initially Hyperion struggled to find
applications for its new materials, and ultimately explored
applications via alliances with manufacturers, automotive,
aerospace and power generation companies. This has proved a
successful strategy, as Hyperion has commercialized more than 40
products in these four distinct markets. CDT has developed polymers
that emit light, another general technology with potential
applications in semiconductors, consumer electronics and toys.
Again, licensing and alliances with several manufacturers have
provided the company with paths towards downstream markets.

5. IMPLICATIONS OF MARKET-MEDIATED OPEN
INNOVATION PROCESSES

5.1. Efficiency gains from a division of labor
in innovation, and a higher rate of innovation

There are many implications of
market-mediated open innovation processes. In this concluding
section, we discuss three of them: at the level of economies as a
whole (this subsection); at the level of industries (the next
subsection); and at the level of the individual firms and their
strategies.

A technology market creates advantages
related to the possibility of creating specialization and division
of labor based on comparative advantages. The argument is the one
suggested by Arrow (1983), which we discussed earlier. Different
types of firms or agents can specialize in the activities where
they are relatively more efficient—e.g., smaller firms in upstream
riskier, innovative, projects, and larger firms in downstream or
large-scale research projects. The exchange between them creates
gains from trade that enhance the overall efficiency of the
innovation process.

The gains from trade in technology have
three sources. First and foremost, there are advantages related to
cost savings for not reinventing the wheel. This aspect is
particularly salient in international technology licensing (a
country does not have to reinvent what has been invented in another
country), and in the discussion of GPTs (an industry may not have
to reinvent what has been invented in another industry and can be
reused in it). The second source of gains from trade is comparative
advantage. Sometimes the inventor of a technology is not the best
equipped to develop or market it. Engaging in marketing may even
retard innovation, by diverting attention and changing the nature
of the organization. Licensing to another firm with a comparative
advantage in manufacturing and marketing will yield gains to both
parties. The third source of gains is more obvious. For instance, a
firm may develop a technology that it does not wish to use but
which is applicable elsewhere, and it can gainfully license (or
sell) it.

Finally, a division of labor encourages
more firms to invest in innovation. To the extent that revenue from
innovation is earned only if firms also invest in costly downstream
assets, smaller firms, without such capabilities, will on many
occasions give up. This is also related to the risks of the
innovation process. Low- cost exploration for innovations may
entail a small loss in case of failure. The loss will be far more
serious if the firm has to invest in marketing capabilities as
well. By contrast, firms can try out many innovations if they know
that they can sell their intermediate technological outcomes to
established firms that already own these assets. In high-tech
industries like software, semiconductors, or biotechnology, it is
common for new or smaller firms to be set up to explore one
innovation. If the innovation fails, the firms can exit the market
at small cost, or sell their competencies.

5.2. Implications for entry, competition and
industry structure

By definition, open innovation makes
technology available more broadly to a larger set of firms. A
technology market is an effective mechanism for this process. This
reduces entry barriers, increasing competition in product markets.
In a world in which the firms have to produce the technology that
they use, any ability or specialization downstream can be
undermined by a firm's weakness in developing the technology. By
contrast, with technology markets, these firms can use technologies
that are developed more efficiently by others, and thus focus on
their comparative advantages in the product markets. This raises
competition because these firms will be more efficient competitors
if they don't have to develop the technology in-house. In some
cases, this encourages the entry of firms that would not be able to
enter the product markets if they had to develop the technology
internally.

The impact of licensing on entry is
evident in the chemical industry, which has a long history of
licensing of chemical processes (Arora and Gambardella, 1998).
Lieberman (1989) finds that licensing was less common in
concentrated chemical products, and that when licensing was
restricted, there was less entry. In a related study of twenty-four
chemical-product markets, Lieberman (1987) reports that patenting
by outsiders was associated with a faster decline of product price,
once again suggesting that patenting by outsiders encouraged entry
into the product market.

Arora et al. (2001b) provide more direct
evidence in their study of investments in chemical plants in the
developing countries during the 1980s. They find that a higher
number of SEFs that provide engineering services in product markets
is associated with a larger volume of investments in chemical
plants by developing-country firms. However, the number of SEFs
does not affect investments in developing countries by large
multinationals. These multinationals are well-established firms
with strong technological capabilities, and thus it is not
surprising that they are not affected by the presence of SEFs. By
contrast, the domestic chemical firms in the developing countries
are technically less advanced but may have an advantage in
producing locally. This illustrates the point that technology
suppliers—the SEFs in this case—differentially benefit technically
less-advanced firms.

This suggests that the division of labor
created by the technology markets can be seen as a pecuniary form
of externality or spillovers. Spillovers are widely regarded as
important in the process of industrial development and economic
growth. Yet, much of the research on spillovers focuses on
non-pecuniary spillovers, or even more narrowly, on the involuntary
(and uncompensated) transfer of knowledge. The SEF story suggests
that a market-mediated division of innovative labor can be an
important mechanism of knowledge transfer as well. Thus, for
example, the growth of the product markets in the developed
countries induces the rise of SEFs, which serve the chemical firms
in the developing countries. Technology markets are then the
mechanisms that link the growth of first-world markets to the
growth of developing-country markets, where the latter is prompted
by the higher investment in plants induced by the larger number of
SEFs.

Importantly, these spillovers can also
occur across sectors, as our discussion of GPTs suggests. In his
study of the US machine tool sector in the 19th century, Rosenberg
(1976) noted that the various downstream industries using machine
tools started up at different times. For instance, firearm
manufacturing emerged earlier than sewing machines, typewriters or
bicycles. The growth of the firearm industry spurred the
development of metal-cutting and shaping machines. Bicycle
production required metal-cutting operations that were very similar
to those of the firearm industry (e.g. boring, drilling, milling,
planing, grinding, polishing, etc.—see Rosenberg, 1976), and thus
the bicycle industry could rely upon the suppliers of metal-cutting
machines that were already serving the larger firearm industry.
What the suppliers had learned in producing metal-cutting machines
for the firearm producers did not have to be learned again to
supply bicycles producers. The commonality in the learning process
across the industries, or what Rosenberg called "technological
convergence", was critical for the transmission of growth, but
required the intermediation of an upstream sector.

More generally, an important implication
of MFT is that they shift the value of an industry chain
downstream. As Dierickx and Cool (1989) suggest, the formation of a
market for an asset means that the asset—technology in our case—is
no longer strategic to the firm in the sense that it can be used to
outcompete others. Markets do not currently exist for assets such
as knowledge of markets and customers and for some types of
production and distribution assets, and firms can leverage them to
obtain a competitive advantage over their rivals. For example,
Arora and Gambardella (2005) argue that while innovation in
software has grown considerably in emerging economies like India,
software innovation in advanced economies continues to derive an
important advantage from proximity to lead users. Software
innovation depends crucially on close interaction with lead users.
These users—e.g., advanced telecom, computer, manufacturing or
service firms—are still more unequally distributed worldwide than
the capability of producing software innovations.

5.3. Implications for company strategy

Technology markets increase the strategic
options of firms. Without them, firms can only make their
technologies and use them internally. Now they can buy or make
technology, and on the supply side they can profit from their
technologies either by using them or by selling them, or both. In
Arora and Gambardella (2010a) we discuss at some length how
technology markets affect the strategic behavior of companies as
technology buyers. Here we focus on their strategic options as
technology suppliers.

Arora and Fosfuri (2003) develop a
framework to understand the decision of firms to sell technology,
and how product-market and technology-market competition condition
this decision. In their model, multiple technology holders compete,
both in the technology market and in the product market.
Technologies are not perfect substitutes for each other, and
neither are the goods produced from the technology. In deciding
whether to license or not, the technology holder has to balance the
revenue from licensing and the rent-dissipation effect produced
because licensing will increase product market competition. As a
result, factors that enhance licensing revenue or that reduce
rent-dissipation will encourage licensing.

This tradeoff depends upon competition in
the product market. If the licensee operates in a "distant" market,
rent-dissipation is small compared to when the licensee is
"nearby". For example, the licensee may operate in a geographical
market in which the licensor finds it costly to operate, e.g.,
because the licensor does not have the complementary downstream
assets. Similarly, the technology could be used for a different
type of product that the licensor may not produce. Arora and
Fosfuri note that product market competition enhances licensing
because rent dissipation falls faster than licensing rents as
product market competition increases. Indeed, as is well known, a
monopolist will not license. Consistent with this, Lieberman (1989)
finds that licensing was less common in concentrated chemical
products, and the limited licensing that did take place was by
outsiders (non producers and foreign firms).

Arora and Fosfuri also point out that
licensing is more likely when products are homogeneous rather than
differentiated. If products are differentiated, a licensee is
closer in the product space to the licensor than to other
producers, so that the rent dissipation felt by the licensor is
greater than if the product is homogenous. Put differently, by
licensing, a technology holder imposes a greater negative
(pecuniary) externality on other producers when the product is
homogenous. Consistent with this, Fosfuri (2006) finds that
licensing is lower in markets where technology-specific product
differentiation is high.

The Arora-Fosfuri framework also implies
that smaller firms are more likely to license, because they suffer
less from the rent-dissipation from additional competitors. The
logic is apparent in the extreme case in which the licensor has no
stakes in the downstream markets, and thus has no product market
rents to worry about. This is also consistent with the observation
that in many high-tech industries (e.g., biotechnology,
semiconductors, software) suppliers often do not produce in the
product markets for which they supply technology, and with the
evidence provided by other studies in the literature, as discussed
in Arora and Gambardella (2010a).

Gambardella and Giarratana (2010)
generalize the Arora and Fosfuri framework by emphasizing the
interplay between the generality of the technology and the
fragmentation of the product markets. The generality of the
technology makes it attractive to "distant" user firms, which
implies that rents from licensing can be earned from firms in
product markets different from that of the technology holder.
Because the markets are distant in product space, the
rent-dissipation is small, which raises the incentives to
license.

Gambardella and Giarratana (2010) jointly
consider both the licensing decision and the decision on the range
of product markets that the technology holder will enter. The key
assumption is that technology can be deployed in more product
markets than is profitable for the technology holder to serve
directly, suggesting that technology can have broader economies of
scope than marketing and manufacturing assets, which creates
opportunities for licensing. In particular, GPTs can be so broadly
applicable that few firms are likely to exploit all the
applications.

6. CONCLUSIONS

There are several conduits to open
innovation: knowledge spillovers, open science, and more recently
open source technologies. This chapter focused on a market-mediated
mechanism. It shows that a good deal of the open innovation process
can take place through this standard economic channel.

The role of technology markets is best
appreciated by looking at what happens when they exhibit high
transaction costs. The most significant implication is that any
user of technology has to possess the resources and capabilities to
produce it, and any producer of technology has to have the
resources and capabilities to embody it in final products to be
commercialized. This has natural constraints in that it foregoes
the advantages of specialization and division of labor according to
comparative advantages, with implied market-level inefficiencies.
In addition, the rate of innovation is reduced because any inventor
or technology-specialist firm can invest in innovation only if they
also make the far more costly investments in the assets or the
capabilities that enable them to enjoy revenue from the
commercialization of the final products.

When technology markets function well, and
make innovation open, entry and competition increase because
technology is no longer the highly-guarded secret of some master
firm or R&D lab. An important implication is that technology
becomes less strategic as a source of competitive advantage of
firms. Firms have to focus on other strategic assets, which are
less open and more unique to each of them. Among others, one of
such assets is the ability of the firm to secure customers and
final markets through investments in downstream assets. This also
suggests why many technology specialist firms make little or no
revenue (e.g., the biotech firms—see Pisano, 2006) and a good deal
of the revenue in the vertical structure of an industry accrues
downstream.

From a strategic point of view, technology
markets give firms more options. Apart from buying rather than
making technology, they can sell their own technologies. This is a
strategic choice that hinges on the comparison of the rents from
licensing and the dissipation of rents caused by the nurturing of a
potential competitor. As technologies become broader, and they have
a larger span of applications than the ability of a firm to exploit
all of them, this can become an increasingly feasible strategy.

This chapter neglects several important
issues. For example, the demand for technology or uncertainty plays
an important role in these markets and in the ensuing openness of
the innovation process. Some of them are discussed in Arora et al.
(2001a) and more recently in Arora and Gambardella (2010a and
2010b). The interested reader is welcome to consult these sources,
and the many references therein, for further insights.
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'Time present and time past

Are both perhaps present in time future

And time future contained in time past'

T. S. Eliot, Four Quartets

1. Introduction: how the histories of economies,
technologies and cultures intermingle

The standard literature has recognized,
not without theoretical misapprehension, the imposing recurrence of
the short 'Juglar' or business cycles, but instead has generally
avoided the longer grasp of history in economic analysis. This
chapter argues that understanding the larger processes of social,
economic, technological and even cultural innovation in modern
economies requires establishing the framework of cultural values,
of social relations in production and trade, and of the
establishment of institutions and learning processes, and that
these require the interpretation of recurrent long waves of
capitalist development. Furthermore, it argues that an
understanding of the formation of cultures and values can benefit
from analysis of the historic framework of the successive modes of
development of modern economies -- what have been called the long
or Kondratiev waves.

There are two sound reasons for choosing
this approach and framework. The first is the crashing evidence of
facts: between 2007 and 2009 the developed economies suffered the
deepest general recession since 1929, proving the impact of the
Juglar, but this happened after decades of mild expansion with many
recessions, with low rates of accumulation and deep financial and
structural mismatches, evoking the impact of the longer processes
of economic and social rearrangements, described by the long waves.
The second reason is also relevant for the purpose of this
collective book, and it is the evidence of the impact of historical
processes such as the technological revolution in course. As Chris
Freeman has consistently argued, the crux of the matter in economic
development is either the match or the mismatch between the
techno-economic and the socio-institutional systems, and these long
phases of adjustment or crisis mark each age of modern economic
growth, or capitalist development.1The question for many is therefore, why is
it that the ongoing deep technological revolution is so slow to
change the general economic conditions? Or, for the purpose of this
chapter, how is it that the changes in the general economic
conditions contain or shape the evolution of values and
cultures?

In the following paper I will argue that
this change is on its way, and that it is deeper than commonly
suspected. In particular, the interest is concentrated here on the
mutations in the landscape of culture, both in the strictest sense
of the production of cultural artefacts generating sense and
reference, and in the widest sense on the changes in values
spreading over communities and societies under the impact of
challenging radical innovation.

In order to present this short
contribution, I will summarise the common characteristics of each
of the four long waves, also present in the emergence of the
probable fifth wave. According to this view, the reason for the
long contradictory process of structural adjustment and successive
crises with low profitability and accumulation—and strong
tendencies to concentrate capital on short-term adventurous
financial applications—is that there is a mismatch between the
already available technological capabilities and the economic
restructuring of the major economies. This was the reason for
previous long periods of slow expansion and general crises, and it
may be the case nowadays, as described by previous long waves of
economic development. Furthermore, this mismatch generates social
and cultural tensions.

Whereas, however, many of the earlier
long-wave theories relied mainly or exclusively on statistical
evidence of fluctuations in rates of growth of GDP, industrial
production or prices, Freeman and I argued in As Time Goes By that
such aggregates conceal as much as they reveal and that the really
important long-wave phenomena were the successive structural
transformations of the economic system brought about by successive
waves of technical change and the accompanying organizational and
managerial changes. Gerhard Mensch used the expression
'metamorphoses' to characterize these transformations and this is a
good way to describe what has taken place -- a process Schumpeter
had emphasised.

From this standpoint it was unfortunate
that many of those investigating and developing the long-wave
concept followed Kondratiev in attempting to substantiate their
ideas with purely statistical evidence of aggregate movements in
production and prices, rather than evidence of structural
transformation and waves of technical and economic
change.2 This made it possible
for those who believed that the test of a theory was exclusively in
terms of econometric procedures on data and on aggregate trends to
mount a plausible attack on the very idea of long waves.

Instead, in our book we challenged our
colleagues to consider that, during a period of turbulent
structural change, some new industries and activities grow very
rapidly but others decline, stagnate or grow more slowly. The
combined outcome of these contradictory tendencies will vary in
different countries at different times, depending on wider
political and institutional factors, as well as on more narrowly
defined economic and technological trends. Typically, a structural
crisis of adjustment will tend to be a period when the expansionary
impetus from emerging constellations of new products, processes and
organizational innovations will not yet be widespread enough to
overcome the depressive constraining effects of the slow-down or
contraction in the older established industries.

However, this may not always be the case.
The expansionary impetus from the new developments may be so great
that it imparts an upward thrust to aggregate industrial production
and/or GDP despite a structural crisis of adaptation and high
levels of structural unemployment. This was apparently the case in
Britain in the 1830s and 1840s and in the United States in the
1880s and 1920s. On the other hand, the tempestuous growth of the
automobile and oil industries in the 1920s was not sufficient to
overcome the depressive trends in the US and the world economy in
the 1930s, exacerbated as they were by severe political crises,
international conflicts and monetary crises. This is apparently the
case today, with the lasting Solow paradox of general
computerization but scarce effects on productivity.

Qualitative historical narrative, as well
as disaggregated sectoral data, are more important than aggregate
quantitative data in analysing successive industrial revolutions.
As Keynes pointed out in his debate with Tinbergen, one of the main
dangers in the standard statistical procedures is that they may
obscure or altogether ignore processes of qualitative change.

However, to justify the use of the concept
of 'waves' or 'cycles', rather than simply 'stages' or 'periods' of
historical evolution, it is necessary to distinguish recurrent
phenomena in each period as well as the unique features of each
technological revolution. Moreover, it is essential to place these
recurrent features of the changes in technology and the economy in
a wider institutional and social context, a context in which
political and cultural changes may sometimes predominate in
determining the course of events.

In any case, a theoretical framework for
the history of economic growth should satisfy three main
requirements. First, it should provide a plausible explanation and
illumination of the stylized facts that summarize the main features
of the growth of the world economy. This is essential to pave the
way for generalizations, which should of course be constantly
tested against new historical evidence, as well as newly unfolding
events. Secondly, it should do this for the three main categories
identified by Abramovitz: forging ahead, catching up and falling
behind, in order to discuss the uneven development of different
economies. Finally, it should provide a framework for analyzing and
reconciling the research data, case studies and generalizations
emerging from the various sub-disciplines of history: the history
of science and of technology, economic history, political history
and cultural history.

As a step in an inevitably ambitious and
hazardous undertaking, the following definitions were used in
previous work:

1. The history of science is the history
of those institutions and sub-systems of society which are
primarily concerned with the advancement of knowledge about the
natural world and the ideas of those individuals (whether working
in specialized institutions or not) whose activity is directed
towards this objective.

2. The history of technology is the
history of artefacts and techniques and of the activities of those
individuals, groups, institutions and sub-systems of society which
are primarily concerned with their design, development and
improvement, and with the recording and dissemination of the
knowledge used for these activities.

3. Economic history is the history of
those institutions and sub-systems of society which are primarily
concerned with the production, distribution and consumption of
goods and services and of those individuals and institutions
concerned with the organization of these activities.

4. Political history is the history of
those individuals, institutions and sub-systems of society which
are primarily concerned with the governance (legal and political
regulation by central, local or international authorities) of
society, including its military affairs.

5. Cultural history is the history of
those ideas, values, artistic creations, traditions, religions and
customs which influence the behavioural norms of society and of
those individuals and institutions which promote them. The next
section will present an overview of the major changes in cultural
history for the last decades, relating such processes to the major
social, economic and technological innovations.

This chapter will refer to these five
sub-divisions for conceptual and analytical purposes, whilst
accepting of course that people make only one history and
recognizing that in real life the five streams intermingle.
However, the use of sub-divisions is not simply a matter of
convenience in handling an extremely complicated topic, nor is it
just a question of following the academic departmentalization and
specializations which have emerged in the twentieth century and
that were even accentuated in this century. Moreover, the
establishment of separate sub-disciplines reflects the sense of
dissatisfaction felt especially by scientists, technologists and
economists that their special interests were being neglected within
the wider rubric in which they were contained. Some protested
against the neglect of technology in this approach, and I will add
that other factors are also relevant, such as a wider range of
cultural phenomena, in order to understand the reluctance to accept
new technologies, the social imbalances these create, and the deep
changes created by such innovation, including in the formation of
novel values.

These five sub-divisions are proposed for
fundamental reasons. In the first place, they are proposed because
each one has been shown to have some independent influence on the
process of economic growth, varying in different periods and
different parts of the world, but at least sometimes extending over
long periods. Finally, and most important of all, it is precisely
the relative autonomy of each of these five processes which can
give rise to problems of lack of synchronicity and harmony or,
alternatively, of harmonious integration and virtuous circle
effects on economic growth. It is thus essential to study both the
relatively independent development of each stream of history and
their interdependencies, their loss of integration and their
reintegration, for the understanding of the long waves in the
history of capitalism depends on these movements of synchronicity
and mismatch.3

The next section summarises how these
movements proceed, presenting some conclusions on the recurrence of
economic and technological processes that account for the long
waves, while the following one addresses the impact of systemic
changes on culture. Finally, some conclusions on the contemporary
problems of economic development are presented.

2. The long waves as the result of five
recurring processes in economic history

An historical approach to economic growth
is unlikely to be acceptable, unless it not only tells a story
using this type of theoretical framework, but is capable of
identifying and explaining recurrent phenomena, as well as special
cases. As Werner Sombart (1929) put it, 'all history and
particularly economic history has to deal not only or mainly with
the special case, but with events and situations which recur, and,
recurring, exhibit some similarity of feature—instances which can
be grouped together, given a collective label and treated as a
whole' (Sombart, 1929: 18).

For this purpose, five recurrent processes
involving the shaping of economic development were identified in
our previous work: the creation of super profits of innovative
entrepreneurship, the pervasive constellations of technological
innovations, the organizational and management changes as the
result of such impulses, the general crises of structural
adjustment and those of the regulatory regimes. Together, they
account for the existence of long waves as recurrent phenomena in
modern economic development.

2.1. The recurrence of exceptional
super-profits of innovative entrepreneurship in successive long
waves

Both some of the sternest critics of
capitalism (for example, Karl Marx) and some of its most ardent
admirers (for example, Friedrich von Hayek) have argued that one of
the foremost characteristics of capitalism has been its capacity to
generate and to diffuse a torrent of technical innovations.
Everything that is solid melts into air, claimed Marx in order to
descry the hurricane of innovation in modern times.

The exceptionally favourable confluence of
cultural, political, economic, geographical, scientific and social
circumstances in eighteenth century Britain gave rise to that
upsurge of technical and organizational innovations known ever
since as the 'Industrial Revolution'. It is also understood that
other capitalist economies, and especially that of the United
States, were not only able to achieve similar results but, as time
went by, were also able to outstrip Britain with new constellations
of innovations, namely within the framework of the second
technological revolution and of the age of electricity and the
automobile.

Capitalist economies have been able to
achieve these remarkable results, 'surpassing the wonders of the
Ancient World', as Marx and Engels again put it, by a combination
of incentives and pressures ultimately affecting numerous firms and
individuals: in short, they were able to do so through a culture of
innovation and organization of structural change. First of all, of
course, a well-functioning capitalist economy offers the
possibility, but by no means the certainty, of profit from
successful innovation, and sometimes very large profit. This profit
may be accompanied by other rewards: status, privilege, political
advancement and fame. Some of the most successful entrepreneurs in
each technological revolution did indeed achieve extraordinarily
large profits, although they did not necessarily seek the other
advantages often sought by very wealthy individuals. Fame itself
they could hardly avoid and indeed this was a very important social
mechanism for the dissemination of their innovations and for
efforts to surpass them. Arkwright, Wedgwood, Hudson, Brunel, the
Vanderbilts, Carnegie, Krupp, Rockefeller, Rathenau, Siemens,
Diesel, Ford, Gates and Murdoch are all examples which we have
cited of entrepreneurs and inventors, who achieved both fame and
fortune through their innovations, whether technical,
organizational or both. Schumpeter emphasised this trend of
entrepreneurship, moved by 'social deviants' breaking the routine.
In short, capitalism is adaptive since it rejects equilibrium.

A number of long-wave theorists (Mandel,
1980; Goodwin, 1985; Poletayev, 1987) have constructed models of
the behaviour of the economic system based mainly on long-term
fluctuations in the aggregate rate of profit. They have argued
quite plausibly that a fall in the rate of profit tends to occur
after a long period of prosperity and expansion, partly because of
the Schumpeterian processes of erosion of innovators' profits
during dissemination and partly on account of wider pressures from
rising costs of inputs. These tendencies for the rate of profit to
fall at the peak of a long boom are among the main reasons
explaining the upper turning point in the long wave and the onset
of a prolonged downswing in which generally lower rates of profit
prevail.

The statistics are very difficult to
assemble, especially for the nineteenth century but, such as they
are, they do provide some support for this interpretation (e.g.
Entor and Poletayev, 1985). The plausibility of these models cannot
be denied, but since the concern of this chapter is mainly on
structural change, it is more accurate to stress here the
exceptionally large 'super-profits' which may be realized through
the exploitation of major radical innovations. These profits appear
all the more remarkable if they are made during a period of general
decline in the rate of profit in the 'downswing' phase of the long
wave. Although he disagrees with Mandel and other long-wave
theorists on the aggregate rate of profit, Tylecote (1992) also
points to the extraordinary importance of the demonstration effect
for key innovations in each long wave.

This demonstration effect is not only one
of clear-cut technical efficiency but also one of great
profitability and great potential for widespread application. This
effect was so powerful in the case of Arkwright's water-frame that
it led some of his rivals and competitors to try to destroy his
equipment. Despite this hostility, the successful and highly
profitable operations of Cromford mill and his other factories
stimulated numerous imitators to invest in cotton mills, especially
after the expiry of his disputed patents. Some of the early canal
investments, such as the Worsley-Manchester Canal, made very good
profits. On a far greater scale, the Rainhill Trials of various
steam locomotives, followed by the successful and profitable
operation of the Liverpool-Manchester Railway, led to an enormous
boom in railway investment and indeed to a huge financial bubble
based on the excitement caused by often exaggerated estimates of
the potential profits to be made.

Railway promoters, such as George Hudson
in Britain and the Vanderbilts in the United States, made huge
profits from speculation and financial manipulation, rather than
technical innovation, even though Hudson lost his fortune in the
end. Otherwise, the profits of Carnegie, Krupp and Ford provided
examples of the vast amounts that could be accumulated by
successful innovative entrepreneurship. The profits of IBM were not
so much the result of individual entrepreneurship as of company
performance; they were nevertheless hugely impressive and IBM was
in some measure the most profitable firm in the world before it
suffered setbacks in the 1980s, and its place as the most
profitable player in ICT was usurped by Microsoft and, currently,
by a number of challenging firms investing in the interface between
mobile communications and internet.

The first distinguishing recurrent
characteristic of the long waves, therefore, is that in each case,
although the individual innovations were unique and very different,
a cluster of innovations emerged which offered a clear-cut
potential for immense profits, based on proven technical
superiority over previous modes of production. Minor incremental
improvements were, of course, occurring all the time, but the
innovations which were at the heart of each wave offered quite
dramatic changes in productivity and profitability. However, these
highly profitable innovations were not isolated events but part of
a constellation of inter-related product, process and
organizational innovations. Numerous other firms jumped on the
band-wagon, as Schumpeter had suggested, including many small new
firms. Sometimes it was a new process, which generated the main
super-profits, sometimes it was an array of new products, sometimes
it was mainly organizational changes, as in the case of Ford's
assembly line or the internet, but in all cases there were
interdependent developments, both technically and economically. The
dramatic demonstration effects did not just make a fortune for
individual entrepreneurs, but served to propel an entire
technological system and to accelerate its dissemination
world-wide. The first recurrent characteristic of long-wave
behaviour is therefore directly connected to the second: the
potential for very widespread application.

2.2. The recurrence of pervasive constellations
of technical and organizational innovations

Each wave is characterized not just by one
or two big innovations, nor even by a cluster of quite discrete
individual innovations, but by a constellation of interdependent
and mutually supportive technical and organizational innovations.
As argued by Carlota Perez (1983), each of these constellations or
paradigms has certain characteristics, which are common to them
all. They all have identifiable and obvious core inputs, which have
falling prices relative to other commodities during the critical
transition period between one paradigm and the next. The principal
producers and users of these inputs became the leading sectors
(motive and carrier branches) in the upsurge of the economy. The
demonstration effects occur relatively early in the diffusion of
each new technological revolution and, whether they occur most
conspicuously in firms making core inputs, in other leading
sectors, or in associated infrastructures, they help to propel the
diffusion of the whole constellation and not only a part of it.

It is not just the excitement generated by
the first demonstration effects, important though these undoubtedly
are, but the long-term potential which has become visible and which
reverberates throughout the system as more and more applications of
the new paradigm appear on the horizon. A second recurrent feature
of the long waves is therefore that each one is characterized by
the emergence and experimental testing of a new combination of
inter-related innovations, which demonstrate remarkable gains in
productivity and profitability at first in a few applications, but
with the clear potential for very pervasive diffusion.

Ultimately, this full potential is
realized in a period of prolonged prosperity but only after a
structural crisis of adjustment, which can last. Examples of the
pervasiveness of new technology systems in each new wave are the
applications of steel and of electricity, of iron and steam power,
of oil and internal combustion and, currently, of computers and new
technologies of information and communication. The chip and the
devices for communication are the key factors of the emerging long
wave. As the following pages will indicate, these new devices are
fundamental for creating new forms of economic production but also
for generating new modes of cultural production.

2.3. The recurrence of waves of organizational
and management changes in firms

A third recurrent feature of each
revolution is that organizational and managerial changes introduced
in the new leading sectors are widely imitated elsewhere. A new
management style becomes fashionable and in the later waves in the
twentieth century is disseminated by management consultants as well
as through the media and social communication, propelled by
example. The very success of the leading firms is sufficient in
itself to stimulate imitative efforts in relation to their new
management style but, of course, the technical innovations which
they introduce are often also directly conducive to organizational
changes in those firms which adopt them.

The use of computers and mobile
communications are two obvious contemporary examples, but some
organizational styles are not so directly dependent on technical
innovations and have a momentum of their own. The sheer growth in
the size of leading firms was itself an important factor in
organizationaland managerial changes in the nineteenth and
twentieth centuries. The trends in organizational change are more
complex than the narrowly technical changes but there is an
identifiable recurrence of a new management style in each
Kondratiev wave which influences many firms, although in diverse
ways, throughout the economy.

This does not mean of course that every
firm in every industry adopts a similar management style or
organizational structure. The idea of a representative firm
characterising all firms is one which has been widely influential
in economic theory, but it is not embraced here: on the contrary,
evidence shows that with each technological revolution, the effects
are very varied. With the mass production style, for example, firms
in some industries were capable of introducing standardized
products and using an assembly line resembling the Fordist line in
the automobile industry. Many others continued to produce unique
customized or small-batch products. Still others modified some
features of the Fordist management style so that there were
actually many varieties of Fordism, even within the automobile
industry itself (Boyer, 1988). Only a minority of firms became
recognizably 'Fordist'. Nevertheless, in industries as diverse as
tourism, fast food, retail distribution and clothing, the influence
of Fordist management philosophy and organizational change is
clearly evident. Similarly with electrification, this led on the
one hand to the growth of some giant electrical firms with
specialized departmental management structures. On the other hand,
it facilitated the de-centralized success of many small firms
taking advantage of the new flexibility permitted by electric
machinery, and the management of information-intensive processes
allows for new forms of decentralization and delocalization.

2.4. Recurrent crises of structural
adjustment

These examples show that there is some
danger of making too schematic a model of the successive
technological revolutions, which would do violence to their
individual variety. This is especially the case because each one of
them not only embodies a unique combination of products and
processes but also affects other parts of the economy very
unevenly, requiring different types of machinery, of materials and
components, of distribution and of supporting services. Some
entirely new branches of the economy make their appearance while
other branches experience only marginal changes. Moreover,
sometimes they affect particular occupations within industries and
services which are otherwise little affected. The process of
dissemination is therefore unpredictable and extremely uneven as
new applications are explored, tested, expanded, modified or
rejected. Nevertheless, a clearly observable and recurrent
characteristic of each new technological revolution is its
pervasive effect on the structure of the economic system. Although
the induced branches of the economy are different, they are very
significant in every case, and so too are the induced changes in
skill requirements and hence in the education and training
systems.

The fourth recurrent characteristic of
each long wave is therefore a crisis of structural adjustment as
the skills and distribution of the labour force and of firms adapt
to the new paradigm, while the social conventions, contracts, laws
and generally accepted procedures tend to change slowly and
sometimes after periods of conflict.

Recurrent high levels of structural
unemployment are an important manifestation of these adjustment
crises in each long wave. The statistics for the nineteenth century
are very poor, but there is strong evidence of very serious
unemployment in the 1830s and 1840s in Britain, while David Wells
(1890) commented on the widespread unemployment in most industrial
countries in the 1880s and especially in those which were most
advanced in the use of machinery. There is, of course, abundant
statistical evidence of the heavy structural unemployment in the
1920s and 1930s and again in the 1980s and 1990s. Even in the 1920s
boom in the United States, as Fearon (1987) and the NBER pointed
out, there were sectors experiencing severe adjustment problems,
such as coal, railways and ship-building. In Germany and Britain,
heavy industry generally, but especially the steel industry and the
ship-building industry experienced prolonged problems of structural
adjustment. In the 1980s, the automobile industry, the oil
industry, the synthetic materials industry and again the steel
industry were among the many industries which experienced severe
adjustment problems.

Nowadays, the crisis of structural
adjustment expresses itself in a large army of permanently
unemployed as a consequence of the mismatch of qualifications and
employment between those sectors and branches with high
profitability and competitiveness but few jobs, and those which
have a large number of jobs but diminishing competitiveness.
Without the reorganization of a virtuous match between the
technological capacities and the social and institutional
framework, the recovery will be slow and interrupted by deep
crises, such as those triggered by the financial crashes of 1987
and 2007.

2.5. Recurrent changes in the regulatory
regime

Finally, a recurrent feature of the
qualitative changes engendered by the long wave is a periodic
re-configuration of the regime of regulation of technology and of
the economy more generally. It is quite obvious that such extensive
changes as mechanization, electrification, motorization, and
computerization raise entirely new requirements for education and
training, which have led with each successive crisis of structural
adjustment to a variety of movements for education reform. It is
also obvious that each major new technology entails new
requirements for safety and protection, whether of operatives in
industry, consumers or people in certain exposed areas. However,
the recurrent changes in the regulatory regime go well beyond these
immediate and obvious induced effects. Even at this elementary
level regulatory requirements can raise some fundamental political
issues such as 'self-regulation' of industries versus state
regulation, national versus international regulation or local
versus national. They also raise questions of standards which tend
also to become an area of conflict and dispute, both between
competing groups seeking to promote their own version of the new
technology, and between nations seeking to protect their own
interests. Especially in the case of new infrastructural
investment, questions of ownership and control also arise. If
private ownership is the solution which is adopted in any
particular case, this again immediately gives rise to questions of
monopoly, competition and price regulation. Equally problematic are
the questions of trade and protection, whether of new or of older
industries.

Typically, the leaders in a new wave of
technology, such as Britain in the nineteenth century or the United
States in the twentieth century, will tend to advocate the opening
up of world markets to the new products and services in which they
excel, while catching-up countries will often deploy 'infant
industry' arguments to justify various forms of protection. The
leading economies will seek to advocate and, if they have the
strength, to impose an international regulatory regime with
institutions which promote the interests of their leading
industries. Thus, what is at stake in each structural crisis is a
re-constitution of the entire institutional and social framework
because there is a mismatch between the regulatory framework
developed and consolidated by a previous generation for older
technologies and industries, and the needs of the newly emerging
constellation and the interests of the new technological
leaders.

Once a new technological and regulatory
regime has become dominant and firmly established, the phenomenon
of 'lock in' to the new regime becomes widely apparent. This is the
case not only with lock in to dominant designs, technical
standards, components and so forth, but also to all kinds of social
standards and institutions, variable though these may be between
different countries, in response to the changing balance of social
and political forces in each country and on the international
stage. The instability of the current international economic
structure is revealed not by the challenge by emerging economies of
the dominant role of the previous leaders, but instead by the fact
that there is not a stable international order to make their trade
coherent and to settle their disputes.

One of the aspects of this deep ongoing
change, which is of interest for what follows, is the impact of
economic and technological innovation on culture, altering previous
modes of production of sense and images, distorting others,
suggesting new ones, and creating universal references as part of a
unified global market.

3. The impact of economic and technological
innovation on the production of culture

In order to exemplify this analysis of
some historical trends, and to define their impact on the creation
of values, I will turn now to the impact of innovation on the
creation of cultural traits. Let me take the extreme example of
art. It is extreme since art is posited and defines itself as
autonomous from other social relations, and as a peculiar
expression of creation of new culture or communication. The
production of works of art as part of cultural production is that
province where the autonomy in relation to social processes and, in
particular, to economic determination, is more radically affirmed.
Yet, art is an interesting case of the interaction of individuality
and society, of technology conditioning invention.

Indeed, art has logic and a time of its
own; quite often, it anticipates the future or constructs
alternative worlds. That is a reason for proceeding in this section
from the production of art to the general production of cultural
artefacts, images and sounds or, in general, to references, as part
of the cultural changes in a changing society.

In spite of the vindication of the
autonomy of art, the producers live in concrete societies and their
horizon is largely defined by the potentialities of their epoch. In
the same sense, the creation of a specific culture, in the general
sense of the coherence of forms of communication in fashion, food,
literature, architecture, dance, or music, just as the evolution of
languages or other social artefacts is largely bound by its
particular epoch. The technological framework, the social structure
and the historical process of the formation of knowledge define the
setting for the work of art as for the construction of social
cultures.

This section explores this connection, in
order to present an overview of large processes of the social
production of cultural products. This topic was not previously
discussed in the literature, and it is only sketched here as a
suggestion for further investigation. In this sense, I argue that
there are specific tides in cultural production that can be better
understood in the framework of the societal and historical vision
indicated previously, and that this specific nexus is crucial for
the understanding of the forms of organised social communication
prevailing in modern societies.

I certainly do not suggest that
technological means determine the production of cultural values as
such; that would mean an underrating of the influence of social and
individual traits in the creation of cultural artefacts and
communication. But evidence shows how the landscape of
technological opportunities shaped different forms of cultural
production, amplifying and selecting new means and inducing new
trajectories such as the cinema, the video, the clip, and the
continuous production of images and messages.

In a nutshell, the argument is, first,
that major changes in the economy are causally related to dramatic
alterations in the social structure, including in the forms of work
and power, as well as the dominant modes of communication, and,
second, that the trends in cultural production are unintelligible
outside the context of these changes.

The next table takes up this argument.
Each epoch is defined by the industrial revolution originating the
maelstrom that changed the way of life and shaped each specific
experience of modernity. Consequently, three main categories are
indicated: while the original industrial revolution set the tone
for the process of modernization, following on from the slow
development after the Enlightenment and the sixteenth century,
modernism was the emerging language for the conflict against the
enlargement and dominance of the modern market. Not against
technology or machines—indeed they were worshipped by the futurists
and other modernists, who praised the automobile as the archetype
of the progress of humankind—but against the impersonal relations
of the market and the general reification under capitalism.
Finally, the triumph of the market over its radical opposition was
marked by its extension into what was, until then, the partially
separated world of art production: this period has been called
postmodernism. As Jameson puts it, "modernism [was] the experience
and the result of incomplete modernization, (…) [and] the
postmodern begins to make its appearance whenever the modernization
process no longer has archaic features and obstacles to overcome
and has triumphantly implanted its own autonomous logic" (Jameson,
1991: 366).

That said, Modernism yesterday was not,
and Postmodernism today is not either culturally dominant or even
absolutely hegemonic: as indicated in the table, they can be
considered as emerging traits in cultural production,
representative of the ongoing conflict. But Modernism and
Postmodernism are the trends most closely associated with the
fractures of history in their own time. They were indeed seen by
contemporaries as earthquakes—a celebrated example is that of the
much quoted and tragic images of Angelus Novus by Paul Klee, a
representation of the transformation imposed by the second
industrial revolution and the motif for Walter Benjamin's much
quoted reminiscences:

An angel looking as though he is about to
move away from something he is fixedly contemplating. His eyes are
staring, his mouth is open, his wings are spread. This is how one
pictures the angel of history. His face is turned toward the past.
Where we perceive a chain of events, he sees one single catastrophe
which keeps piling wreckage and hurls it in front of his feet. The
angel would like to stay, awaken the dead, and make whole what has
been smashed. But a storm is blowing from Paradise: it has got
caught in his wings with such violence that the angel can no longer
close them. This storm irresistibly propels him into the future to
which his back is turned, while the pile of debris before him grows
skyward. This storm is what we call progress. (Benjamin, 1973:
259-260)

This wave of progress invaded daily life
and transformed the modes of production, distribution and
communication at the end of the nineteenth century. The culture of
the new century was part of this catastrophe: "Il faut être
absolument moderne", said Rimbaud. The next industrial and
technological revolution imposed a new version of the dictum: we
cannot but be postmodern. The structure of this evolution is the
theme for the table below:

As the table indicates, there are
considerable lags between causally connected events and trends;
moreover, there is a large margin of autonomy between technological
transformations, allowing for new methods of dissemination and
permitting new experiences of the process of modernization, and
their cultural counterparts. Yet the creation of new technological
means sets the pace for the transformation.

The undisputed but not unique example is
the creation of the 'Gutenberg Galaxy' in the fifteenth century: it
allowed for the development 'of a system essentially dominated by
the typographic mind and the phonetic alphabet order' (Castells,
1996, I: 331). As the alphabet was the dominant 'conceptual
technology' since 700 BC Greece, it established itself as the
privileged infrastructure for the codification of cumulative
knowledge. But it became a dominant mode of communication just when
the industrial capacity established the printed word as the direct
form of expression and the book as the cultural tool of the elite.
Consequently, for the whole period sounds and images were outside
the scope of written discourse and were relegated to the domain of
the separate and slightly esoteric artistic production.

A new epoch was then opened when Fordist
production spread to the whole social fabric and extended to the
mechanical reproduction of works of art. Radio and film—the first
distinctively mediatic art form, since opera had only performed
that function in restricted areas of Europe, such as Italy, as had
been the case with theatre in Britain—then became the dominant
modes of communication.

Finally, and we come to our own time, a
'new alphabetic order', a new digital meta-language is being
imposed as the cultural infrastructure: 'A technological
transformation of similar historical dimensions [as the creation of
the alphabet] is taking place 2700 years later, namely the
integration of various modes of communication into an interactive
network' (Castells, ibid.: 328). These epoch-making transformations
are the theme for the next table.

As previously indicated, the epochs
depicted in Tables 1 and 2 were or are not periods of uniformity,
and their cultural production was a fortiori a turbulent landscape
of diversity and contradiction. Their emerging cultural traits were
not necessarily dominant or hegemonic throughout the period,
although they marked a peculiar vision of the storm of
modernization, and eventually constituted the more distinguishable
features of its inheritance.

Realism represented the first
interpretation of the changing world, and this new world reserved a
specific role for the entertainment business: popular novels,
theatre, and popular opera were, for some countries, the
forerunners of the cultural industry of the second half of the
century. Although this business was still separated from the
production of high culture, the dissemination of the market in this
direction anticipated the aestheticization of daily life—but even
this would still require another major technological change.

Modernism was the response to these first
moves: breaking with the aesthetics of representation in art and
the theoretical discourse based on the insulated worlds of culture
and social life (Lash and Urry, 1987: 13), the modernist revolution
was built on challenges of the capitalist process of modernization.
It led to non-representational and expressionist painting, to new
lyric poetry, to existentialism in philosophy, to the films
d'auteur. Attacking the market and not technology, the modernists
were fascists with Marinetti and communists with Maiakovsky: they
praised cars, speed and movement, neat colours and strong feelings.
Picabia, Duchamp, Fernand Léger, Diego Rivera painted machines and
the possibility of reconstruction of social life in a new
technological world; Frank Lloyd Wright, Le Corbusier and Mies
applied the new vision to architecture and rebuilt urban life.

But modernism was rooted in high culture,
and the headquarters of resistance were established in the
authenticity, originality and uniqueness of the work of art: its
discourse was that of creativity (Lash and Urry, 1987: 286) and the
defence of the aura of artistic artefacts. In that sense, art in
society vindicated a radical separation of cultural forms from the
social framework—and this was the reason for its intense appeal as
well as for its failure. In a matter of decades, the expansion of
the market conquered this last bastion of cultural critique and
transformed it into an industry, and in particular into an industry
of production in continuous flows.

In fact, the crucial alteration introduced
in the post-war period was the widespread diffusion of commercial
TV. Consequently, the film industry, the epicentre of cultural
production since the beginning of the century, was transmuted from
a production of episodic and unique pieces, seen by large audiences
in unique settings, into a production of flows of images and sounds
to be seen simultaneously in all private settings. The simultaneous
collective experience was transmuted into a simultaneous
individualised experience. Furthermore, the modifications went
deeper than the setting of the experience of the cultural product:
they imposed a change in the product itself, since the continuous
flow abolished the effort of memory and imposed the loss of
historicity, mixing news, films, soaps and contests at the same
level of discourse. All sounds and images were reduced to bits of
infotainment. The great consequence was the fully used potential
for the construction of 'fictive temporalities' and therefore the
'technological appropriation of subjectivity', generating a
specific and novel type of media populism that was to become the
basis for the entertainment industry (Jameson, 1991: 74).

The social consequences of this dramatic
change in culture are still to be fully understood. In any case,
they were the result of the transformation of culture by the
market. The growing importance of advertising, the consumption of
the discourse of consumption and the narrative of desire inscribed
in publicity constitute the image as the final form of reification
of the commodity: the product is identified with its brand or logo.
Advertising is the dominant form of production of signs in
postmodern culture: postmodernism is that specific mode of
production in which advertisement is the new technology of
communication, a new 'conceptual technology' or 'alphabetic order'
of our days. As a consequence, culture has a function for the
market.

Fashion and fast food, B-films and
remakes, Warhol's pop art, parodies and kitsch, science fiction,
music and video reduced to clips, these images populate this
universe of pastiche, to use Thomas Mann's concept. Categories of
space have replaced categories of time, historical depth has been
lost to ephemerity and concentration has been replaced by
superficial trivia: commodification of culture is a devastating
process.

As this process is our contemporary, its
implications are still largely unknown, although there are two that
follow from the pattern of communication imposed by this cultural
revolution. First, 'a crucial effect of the electronic media and
spatio-temporal changes in our disorganizing capitalist societies
has been the decentring of identities and the loosening or
destructuration of group and grid' (Lash and Urry, 1987: 299). But,
second, this iconography of modernity also imposes a bipolar
opposition between the Net and the Self, so that 'in this condition
of structural schizophrenia between function and meaning, patterns
of social communication become increasingly under stress'
(Castells, 1996, I: 3).

How did machines then produce machines and
information produce information to the extent that we are
transported from a culture of virtual reality to a culture of real
virtuality in this period of transition? This is the question for
Castells, in his magnificent The Information Age: Economy, Society
and Culture. The answer resides in the technological changes
associated with the information and communication revolution
emerging through the fourth long wave, and in the concrete process
of social selection that has determined the shape of the new
techno-economic paradigm challenging the still prevailing mode of
development in our times of mismatch and transition. The answer is
the network of cultural products and facilities of communication in
a market economy.

In this framework, we follow Jameson's
suggestion to reconsider the concept of 'late capitalism' as it was
used by the Frankfurt school, namely by Adorno and Horkheimer, and
lately by Ernest Mandel. Late capitalism describes the galaxy of
economic structures, methods of production and cultural substrata
derived from the expansion of commodification towards Nature and
the Self or the Unconscious. This is a process of reification of
all social relations, i.e. one purer form of capitalism. Late
capitalism is thus the name for the technological transformations
diffused since the 1950s and for the cultural alterations emerging
from the 1960s until the present. As a cultural constellation, it
had a long period of maturation: it was even anticipated in the
early decades of the century by Dada and Surrealism, which invented
these postmodernist tones, although they rooted their activity in a
mood of denunciation of the market economy as the adversary to art.
Yet it was when the technology became available for the production
of continuous flows of infotainment that postmodernism won the
day.

Contrary to MacLuhan and so many other
commentators, this victory did not represent the imposition of a
complete universal culture: we do not live in a global village, but
in 'customized cottages globally produced and locally distributed'
(Castells, 1996-I: 341). Each cultural artefact is locally bounded
and the production of icons is still mediated by national and
regional frontiers: their understanding is largely local. The
global world is a world of diversity. But icons are industrially
produced and are the constitutive bits and clips of our social
communication, and this aesthetic of distraction is universal. It
marks the triumph of a new conceptual technology on the map of
culture.

Yet, this technology does not by itself
impose a social order; on the contrary, its prevalence depends on
the social mutations here described as the long waves of capitalist
development.

4. Conclusion: social and cultural changes in
the long waves

The preliminary presentation of recurrent
changes characteristic of each long wave has already gone beyond
purely economic and technological phenomena, and the previous
section discussed the production of cultural references, which is
largely autonomous although influenced by the social movement as a
whole. As the crisis of structural adjustment and the periodic
changes in the regulatory regime raise fundamental questions of the
relationship between technical change, political change and
cultural change, this is shortly evoked as follows:

First, consider changes in the regulatory
regime, whether at a national or international level, since they
can lead to the most fundamental political and ideological
conflicts within and between nations. Lloyd-Jones and Lewis (1998)
have made a particularly valuable study of the conflict over the
Corn Laws in the 1830s and 1840s in Britain and the later conflict
on Tariff Reform in Britain in the late nineteenth and early
twentieth centuries. Both of these conflicts split the ruling Tory
Party from top to bottom and led to major re-alignments in British
politics and each was associated with a long-wave structural
crisis. In the same sense, the problems of tariff protection also
had profound effects in the United States, Germany and Japan as
they were industrialising and catching up in technology. However,
the political dimensions of free trade and tariff reform clearly go
far beyond just the question of regulating some new products and
services, or protecting older industries, even though these
problems may trigger the conflicts. Fundamental national interests,
as well as those of particular industries, are often felt to be at
stake and friction over trade issues can be a major source of
friction in international relations more generally, as illustrated
in the Anglo-German naval armaments race before 1914. The World War
between 1939-1945, marking the turning point after the depressive
long wave of the first decades of the century and opening an epoch
of growth and prosperity, is another illustration of this
concatenation of political and military solutions for long-term
disputes over markets and resources.

Second, consider the depth of the social
clashes which may be exacerbated during a structural crisis, which
is illustrated no less clearly by the labour conflicts that are
engendered. History registers the widespread social unrest as well
as the outbreaks of 'Luddism' associated with the destruction of
old crafts and occupations, such as those of the hand-loom weavers.
Some historians have argued that Luddism, especially in the hosiery
industry in Nottinghamshire was inspired mainly by the desire to
protect British quality standards in foreign trade. The workers
supposedly feared more for the loss of jobs through the erosion of
British sales in foreign markets than simply from mechanization.
Whatever the interpretation may be, it is fairly obvious that the
destruction of the livelihood of hundreds of thousands of people is
bound to be a cause of acute social unrest and this has indeed been
the case in every crisis of structural adjustment. There are also
bound to be conflicts within the expanding industries and
technologies over pay, status and working conditions for various
groups of managers and workers. Modern conflicts raise a wider
range of problems, with deep cultural implications, such as
concerns about the ecological sustainability of industrial or urban
policies, and the effects on climate change, international
relations and poverty issues.

The third domain of interest here is the
technical changes, which are relatively unrelated to other changes
previously described. This is only superficially known, since it is
widely accepted that the evolution, for instance, of the ship, of
the hammer, of flints for tools and weapons, of the harnessing of
the horse, and of the steam engine or the plough emphasize alike
the relative autonomy of the improvements which were made over the
centuries to these artefacts, so essential for human civilization.
The selection environment, which interests, inspires and constrains
engineers, designers, inventors and mechanics and many historians
of technology, is primarily the technical environment, the criteria
of technical efficiency and reliability and of compatibility with
existing or future conceivable technology systems.

The reciprocal influence of science and
technology upon each other has been demonstrated in numerous
studies and is indeed obvious in such fields as computer technology
and biotechnology today, as well as in earlier developments such as
thermodynamics and the steam engine. Technology has to take account
of the laws of nature and hence of science. Nevertheless, Derek
Price (1984), Rosenberg (1969, 1982), Pavitt (1995) and many others
have produced cogent arguments for recognizing the special features
of each sub-system precisely in order to understand the nature of
their interaction. Nor does this refer only to recent history, as
the massive contribution of Needham (1954) to the history of
Chinese science and technology clearly illustrate.

Historians of technology, such as Gille
(1978) and Hughes (1982), have amply demonstrated the systemic
nature of technologies and analyzed the interdependencies between
different elements in technology systems. Both they and Rosenberg
have also shown that the technological imperatives derived from
these systemic features may serve as focusing devices for new
inventive efforts. Finally, in their seminal paper 'In Search of
Useful Theory of Innovation' Nelson and Winter (1977) drew
attention to the role of technological trajectories, both specific
to particular products or industries and general trajectories such
as electrification or mechanization affecting a vast number of
processes and industries, including compur. They rightly identified
the combination of such trajectories with scaling-up in production
and markets as one of the most powerful influences on economic
growth. These ideas were further developed by Dosi (1982) in his
work on technological trajectories and technological paradigms, in
which he pointed to the relative autonomy of some patterns of
technological development by analogy with Kuhn's paradigms in
science. Despite the obvious close interdependence between
technology and the economy or technology and science, it is
essential to take into account these relatively autonomous features
in the history of technology.

A satisfactory theory of economic growth
and development must certainly take account of these processes, but
it should also recognize that the relative autonomy of evolutionary
developments in science and technology justifies some independent
consideration. An essentially similar argument applies to economic
change. No-one can seriously doubt the importance of capital
accumulation, profits, changes in company organization and the
behaviour of firms and of banks for the evolution of industrial
societies over the past two centuries. Economic institutions too
have some relative autonomy in the cycles of their development. In
any case, explanations of economic growth must pay especially close
attention to the interdependencies between economic history and
technological history. It is precisely the need to understand the
changing nature of this interdependency which leads to the proposal
of a theory of recurrent phenomena and 'out of sync' phases of
development, when, for example, changes in technology may outstrip
the institutional forms of the production and market system that
may be slow to change or impervious to change for relatively long
periods. The reverse may also occur, providing impetus to new
technological developments, as with the assembly line or factory
production.

Finally, cultural change is generally
accepted as an important influence on economic growth. In the
previous section I explored the opposite sense of influence: that
from the economic mode of development and availability of
technologies to the production of culture, the former creating
opportunities and incentives for new developments of the latter. It
is in order to emphasise now the impact of culture, as part of the
creation of social values, on the dynamics of growth, since these
values tend to concentrate the resistance or suspicion about
characteristics of the institutional change imposed by the
diffusion of the clusters of radical innovations. Social values are
shaped by institutions and recognise contracts, laws, routines,
types of communication, hierarchies, the forms of each social pact
ruling each society, and tend therefore to be adverse to radical
and unknown change. Although some societies—some cultures—are more
inclined to accept the challenge of innovation and rupture in the
previous trajectory, it is understandable that a flexible answer to
the hurricane of change is to impose rules that are previously
known to the society. Indeed, any new economy or new technology is
appropriated according to the previously established knowledge.
This is why modern developed societies are so stable: they change
but tend to adapt to change. Evolutionary economics is certainly
familiar with these processes, since they mimic natural evolution
so well, with the creation of variety (i.e. innovation) and the
selection of change (i.e. stable environment).

But this process of adaptation and
creation of stability is also responsible for some conservatism
against radical implications of social innovation flowing from
radical innovation in the techno-economic system, where they tend
to originate. The socio-institutional system and its cultural
standards tend to generate the mismatch or desynchronicity
previously indicated as the engine of the long waves of capitalist
development.

In any case, a general view of the
cultural determinations of social relations should emphasize all
these contributions to the formation of social mentalities and
modes of reasoning, including the motivation for accepting change
and routine. Indeed, social, political and cultural changes
interact in modern societies under the impact of technical and
organizational changes, either to react or to resist. If
retardation or acceleration phenomena are to be explained, the
dominant cultures of an epoch reveal and register the combined
effects of its histories of present and past. Institutions, which
are the result of such cultures and social relations, are the
decisive structures for economic evolution and the condition for
growing or perishing.

The long waves, this modern curse of
Heraclitus, encapsulate the social and economic processes of
evolution and change, of adaptation and of creation of variety, or
innovation. But innovation alters structures and culture,
institutions and routines, which are locked in established
trajectories. This is why the epoch-making radical innovations,
clustering in industrial and technological revolutions, can create
new upsurges in economic development but tend to confront large
institutional resistance.

This is the case today. The early years of
the 21st century were marked both by the magnificent extension of a
cluster of innovations applicable to a wide range of productive
processes and service economy, and simultaneously by the
disarrangement of the financial markets, with speculation
destroying wealth and savings, and accumulation undermining the
creation of value. This is explainable by the asynchronous
movements in the depressive phase of the long wave and by the
emergence of new profitable branches, stimulating speculation and
over-accumulation. As in previous long waves, the crucial question
is not why the technological push does not translate into
macroeconomic performance, but instead, how should the social
networks be reassembled and economic institutions created that are
able to regulate a new system, creating jobs, qualifications,
welfare and further innovation. Some will say this is finally an
issue of changing culture.
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1 This section and the last one are largely based
upon the book As Time Goes By—From the Industrial Revolutions to
the Information Revolution, co-authored with the late Chris Freeman
some years ago (Oxford University Press, 2002). Freeman, who died
in the summer 2010, was certainly one of the leading researchers on
innovation and evolutionary economics.

2 In spite of this, I follow the standard procedure
introduced by Schumpeter to call these long phases and movements
'Kondratiev waves', since this author was the introducer of the
modern debate on the historical trends in capitalist
development.

3 This deals with developments within industrial
capitalist economies, and does not address other issues. Indeed,
there are other types of theories of long cycles which have a far
wider scope, even going back to the Ancient World. Instead, the
currently summarized theoretical sketch has a relatively limited
domain of application: it relates to the evolution of capitalist
economies from the late eighteenth to the early twenty-first
centuries and it postulates for this period the predominance within
the leading economies of recognizably capitalist institutions and
in particular of private ownership and private wealth accumulation
through profits.

To criticize this theory as 'technological
determinism' is therefore wide of the mark. It is the very
existence of certain social institutions which made possible the
technological revolutions which have been shortly described.
Moreover, these successive new technologies discussed here were not
'manna from heaven'; they were the outcome of human social
activities and institutions. Within this general framework, giving
emphasis to the changes in technology as a dynamic element in the
whole system is simply a way to stress crucial changes moving the
whole economic and social process.




Table 1. The production of culture in a
long-term perspective




	
Period


	
Industrial revolution


	
Emerging cultural traits


	
Examples


	
Modes of communication


	
Centres of cultural production





	
Long Wave II

1848-1890s


	
Machine production of steam-driven engines


	
Realism


	
	
Conversation

Books


	
London





	
Transition

1890s


	
	
	
	
Paris





	
Long Wave III

1890s-1940s


	
Machine production of electric and
internal-combustion engines


	
Modernism


	
Expressionism,

Cubism,

Futurism


	
Printed word

(books, newspapers)


	
Paris, Berlin, Vienna, St. Petersburg





	
Transition

1940s-50s


	
	
Rock'n Roll


	
Radio, Film


	
New York





	
Long Wave IV

1940s-…


	
Machine production of electrical and electronic
machines


	
Post

Modernism


	
Pop, Punk,

Fashion,

Advertisement


	
Film, TV


	
New York Los Angeles

Bollywood





	
Transition

?


	
	
MTV, Youtube, Facebook, Twitter


	
TV, Electronically transmitted bits, clips


	








Table 2. Modes of cultural production




	
Period


	
Dominant character-istic


	
Construction of meanings


	
Technique of cultural production


	
Socially constructed attitude


	
Emerging trend in cultural production





	
LW I and II


	
Liberal capitalism


	
Hierarchical dissemination of knowledge,
auratic works


	
Discontinuous and scarce production of
individual works


	
Reverence

Admiration


	
Promethaic

modernization





	
LW III


	
Fordism


	
Mechanical reproduction of the works of art,
distantiation effect


	
Discontinuous artefacts and dense
production


	
Contemplation

Concentration


	
Apollonian modernism





	
LW IV, emerging V


	
Late capitalism


	
Anti-auratic, populist culture, global
reification effect


	
Continuous flow, networks


	
Distraction


	
Dyonisian postmodernism
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Introduction

Technological change has played a central
role in US economic growth since the 19th century. The pioneering
work of Solow (1957) and Abramovitz (1956) both suggested that
expansion in labor and capital accounted for no more than 15% of
total growth in US output per head between the middle of the 19th
century and the 1950s. The remaining 85%, labeled the "residual,"
is widely interpreted as a measure of the economic effects of
technological change, although Abramovitz famously referred to it
as a "measure of our ignorance". This essay explores the changing
characteristics of innovation and the relationship between
innovation and US economic growth during this lengthy period.

The transition from the 19th to the 20th
centuries was accompanied by a shift in the sources of US economic
growth from exploitation of a rich domestic endowment of natural
resources to the exploitation of "created" resources based on
knowledge and trained scientists and engineers. Advances in
technology and knowledge aided the exploitation of the US resource
endowment during the 19th century, enabling the United States to
overtake the global economic leader of the time, Great Britain.
Beginning in the late 19th century, however, the United States
embarked on a prolonged transition from resource-led to
knowledge-led economic growth.

Institutional innovation was an
indispensable complement to technological innovation during and
after this period in US economic development. Public and private
investments in new organizational structures for the support of
knowledge creation, innovation and education were essential to the
changing trajectory of US economic growth in the 19th and 20th
centuries. State and federal government investments supported the
creation of a higher education infrastructure that eventually
proved to be an important source of scientific and engineering
knowledge and personnel (Goldin and Katz, 2009). Industrial
investment in the development of new technologies also made
important contributions during the 20th century. And the 1945-89
period, dominated by geopolitical tensions that sparked massive
investment of public funds in defense and related missions by the
federal government, witnessed a further transformation of this
complex mix of public and private institutions devoted to
supporting innovation.

This essay surveys the development of the
US "national innovation system" from the late 19th to the late 20th
centuries. The "national innovation system" framework for analyzing
innovative performance and policy is the subject of a substantial
body of scholarship that has flourished since the first
articulation of the concept in Freeman (1987; see also Lundvall,
1992 and Nelson, 1993). "National" innovation systems typically
include the institutions, policies, actors, and processes that
affect the creation of knowledge, the innovation processes that
translate research into applications (either for commercial sale or
deployment in such "nonmarket" contexts as national defense), and
the processes that influence the adoption of innovations.

Accordingly, the US national innovation
system includes not just the institutions performing R&D and
the level and sources of funding for such R&D, but
policies—such as antitrust policy, intellectual property rights,
and regulatory policy—that affect technology development, the
training of scientists and engineers, and technology adoption.
Institutional elements, such as national systems of higher
education and corporate finance and governance, represent other
important components of national innovation systems. The structure
of a nation's innovation system is the result of complex historical
processes of institutional development that are affected by public
policy and other influences. Moreover, the performance of these
systems depends in part on the actions and decisions of private
enterprises that can reinforce or offset the effects of government
policies.

Overview of US economic "catch-up,"
1800–1910

US economic growth during the 19th century
has been characterized by Abramovitz and David (2000), David and
Wright (1997), and Wright (2007) as more capital- and natural
resource-intensive than Western European growth during the same
period. The capital-intensive trajectory of US economic growth
during the 19th century reflected the high rates of investment and
significant innovation in the transportation and communications
infrastructure (canals, railways, the telegraph and telephone) that
contributed to the development of another major factor in
19th-century US economic growth—the large, unified domestic market
that manufacturers in particular exploited in the wake of the Civil
War. Through much of the 19th century, this domestic market was
characterized by relatively low levels of income inequality, by
comparison with Great Britain and other European economies,
resulting in a large, homogeneous profile of consumer demand.
Reliable all-weather inland transportation also facilitated the
export of the produce of the abundant and relatively fertile
expanse of farmland within the United States.

During the last two decades of the 19th
century, the US economy began a prolonged transition from the
extensive growth trajectory that relied on expanding capital,
resource, and labor inputs to a more knowledge-intensive growth
trajectory that was associated with higher rates of total factor
productivity growth (Abramovitz and David, 2002). One of the most
dramatic illustrations of this gradual shift was the increased
exploitation of scientific and technical knowledge in US resource
extraction industries that began in the late 19th century (David
and Wright, 1997). As David and Wright pointed out, the United
States pioneered in the development of new institutions for
research and education in mining engineering, geology and related
fields that supported expansion in US output of minerals and
related raw materials during this period. Based in part on a
growing endowment of economically relevant natural resources, US
firms had moved to the technological frontier in mass-production
manufacturing, particularly in metalworking and machinery
industries, by the late 19th century (Nelson and Wright,
1994:135).1

Many of the first academic institutions
specializing in these fields of research and education were
publicly funded, illustrating another important characteristic of
the post-1870 period of economic catch-up. The 1862 Morrill Act
established a foundation for publicly funded higher education, and
(along with the 1887 Hatch Act) expanded federal and state
government funding for researchand extension activities in
agriculture. The development of mass higher education in the United
States occurred in parallel with the emergence of the first US
"research university" (Johns Hopkins University, founded in 1876),
which was based on the German research university structure that
had proven to be effective in supporting scientific research and
collaboration with industry. Although decades (and billions in
public funding) were required to bring US universities to positions
of global scientific leadership, even before their attainment of
research excellence these institutions played a crucial role in
training generations of scientists, engineers, and managers, and
developed networks of collaboration in scientific and technical
research with US industry that contributed to US economic growth in
the late 19th and 20th centuries.

Much of the technological innovation that
drove US economic development during the 19th century was
"pre-scientific," relying as much on trial-and-error
experimentation by skilled practitioners as on activities that
might be described as "R&D". The reliance of 19th century
innovation on "tinkering" declined in the final decades of the
century, with the growth of new areas of industrial production and
innovation that relied on more complex technologies that were
linked to the frontiers of scientific and engineering knowledge.
Their reliance on more formalized knowledge meant that the growth
of the "new industries" of the Second Industrial Revolution,
particularly chemicals and electrical machinery, was associated
with investments in R&D within the firm, an activity with
little precedent in most US firms.

The pioneers in this organizational
innovation were the large German chemicals firms of the last
quarter of the 19th century, whose growth was based on innovations
in dyestuffs. But by the early 20th century, a number of large US
firms had also established in-house R&D organizations. The
growth of these laboratories almost certainly could not have
occurred without complementary changes in institutions external to
the firm, ranging from the development of US universities to the
growth of new mechanisms for industrial finance. Nonetheless, the
rise of the industrial R&D laboratory represented a fundamental
shift in the structure of the US national innovation system.

The Growth of US Industrial Research in the
"Second Industrial Revolution," 1890-1945

By the first decade of the 20th century, a
number of large US manufacturing firms had established in-house
industrial research laboratories as part of a broader restructuring
that transformed their scale, management structures, product lines,
and global reach. Many of the earliest US corporate investors in
industrial R&D, such as General Electric and Alcoa, were
founded on product or process innovations that drew on advances in
physics and chemistry. The corporate R&D laboratory brought
more of the process of developing and improving industrial
technology into the boundaries of US manufacturing firms, reducing
the technological and economic importance of the independent
inventor (Schmookler, 1957).

But the in-house research facilities of
large US firms were not concerned exclusively with the creation of
new technologies. Like the laboratories of the German dyestuff
firms, these US industrial laboratories also monitored
technological developments outside the firm and advised corporate
managers on the acquisition of externally developed technologies.
Many of Du Pont's major product and process innovations during this
period, for example, were obtained from sources external to the
firm, and Du Pont further developed and commercialized them
(Mueller, 1962; Hounshell and Smith, 1988; Hounshell,
1995).2 In-house R&D in US
firms developed in parallel with independent R&D laboratories
that performed research on a contract basis (see also Mowery,
1983a). But over the course of the 20th century, contract-research
firms' share of industrial research employment declined.

The evolution of industrial research in
the United States was influenced by another factor that was absent
in Germany during the late 19th and early 20th centuries --
competition policy. By the late 19th century, judicial
interpretations of the Sherman Antitrust Act had made agreements
among firms for the control of prices and output targets of civil
prosecution. The 1895-1904 merger wave in the United States,
particularly the surge in mergers after 1898, was one response to
this new legal environment. Since informal and formal price-fixing
and market-sharing agreements had been declared illegal in a
growing number of cases, firms resorted to horizontal mergers to
control prices and markets.3

The Sherman Act's encouragement of
horizontal mergers ended with the Supreme Court's 1904 Northern
Securities decision, but many large US firms responded to the new
antitrust environment by pursuing strategies of diversification
that relied on in-house R&D to support the commercialization of
new technologies that were developed internally or purchased from
external sources. George Eastman saw industrial research as a means
of supporting the diversification and growth of Eastman Kodak
(Sturchio, 1988, p. 8). The Du Pont Company used industrial
research to diversify out of the black and smokeless powder
businesses even before the 1913 antitrust decision that forced the
divestiture of much of the firm's black powder and dynamite
businesses (Hounshell and Smith, 1988: 57).

Although it discouraged horizontal mergers
among large firms in the same lines of business, US antitrust
policy through much of the pre-1940 period had little effect on
efforts by these firms to acquire new technologies from external
sources. The development of industrial research, as well as the
creation of a market for the acquisition and sale of industrial
technologies, also benefited from reforms in US patent policy
between 1890 and 1910 that strengthened patent-holder rights (See
Mowery, 1995).4 Judicial
tolerance for restrictive patent licensing policies further
increased the value of patents in corporate research strategies.
Although the search for new patents provided an incentive to pursue
industrial research, the impending expiration of these patents
created another important impetus for the establishment of
industrial research laboratories. Both American Telephone and
Telegraph and General Electric, for example, established or
expanded their in-house laboratories in response to the intensified
competitive pressure that resulted from the expiration of key
patents (Reich, 1985; Millard, 1990: 156). Intensive efforts to
improve and protect corporate technological assets complemented the
acquisition of patents in related technologies from other firms and
independent inventors.

Many of the elements of the "Open
Innovation" model, defined by its leading proponent as a new model
for managing corporate innovation in which "firms can and should
use external ideas as well as internal ideas" (Chesbrough, 2003),
were present in the early development of US industrial R&D. The
in-house R&D facilities of leading industrial firms served as
monitors of external technological developments that supported the
purchase by their parent firms of important innovations from
independent inventors and other firms.

Another area in which the pre-1940 era in
the development of industrial research resembles that of the past
two decades is the evidence of collaborative linkages between
industrial and academic research. Furman and MacGarvie (2005) show
that pharmaceuticals industry R&D facilities founded during
1927– 46 in the United States tended to locate near leading
research universities, and provide other evidence of
university-industry collaboration in pharmaceuticals during this
period. Other scholars (Mowery et al., 2004; Rosenberg, 1998) have
emphasized the importance of university-industry collaboration
during this period, not least in the development of such important
fields of university research as chemical engineering.

Training by public universities of
scientists and engineers for employment in industrial research also
linked US universities and industry during the first decades of the
20th century. The Ph.D.s trained in public universities were
important participants in the expansion of industrial research
employment during this period (Thackray, 1982: 211).5 The size of this trained manpower pool was
as important as its quality; although the situation was improving
in the decade before 1940, Cohen (1976) noted that virtually all
"serious" US scientists completed their studies at European
universities. Thackray et al. (1985) argue that American chemistry
research during this period attracted attention (in the form of
citations in other scientific papers) as much for its quantity as
its quality.

Federal expenditure for R&D throughout
the 1930s constituted 12-20% of total US R&D expenditure, and
industry accounted for about two-thirds of the total. The remainder
came from universities, state governments, private foundations, and
research institutes. One estimate suggests that state funds may
have accounted for as much as 14% of university research funding
during 1935-36 (National Resources Planning Board, 1942: 178).
Moreover, the contribution of state governments to non-agricultural
university research appears from these data to have exceeded the
federal contribution, in sharp contrast to the postwar period. The
modest role of the federal government in financing US R&D
during the 1930s changed radically as a result of the political
events of the next 20 years.

The transformation of the US innovation system,
1945-1989

The global conflict of 1939-1945
transformed the structure of R&D throughout the industrial
economies. In few if any other industrial economies, however, was
this transformation as dramatic as in the United States. The
structure of the pre-1940 US R&D system resembled those of
other leading industrial economies of the era, such as the United
Kingdom, Germany, and France: industry was a significant funder and
performer of R&D, and central government funding of R&D was
modest. But the postwar US R&D system differed from those of
other industrial economies in at least three aspects: 1. US
antitrust policy during the postwar period was unusually stringent;
2. small, new firms played an important role in the
commercialization of new technologies, especially in information
technology;6 and 3.
defense-related R&D funding and procurement exercised a
pervasive influence in the high-technology sectors of the US
economy.

A central characteristic of the
institutional transformation of the US national innovation system
during this period was increased federal support for R&D, most
of which was defense-related. Defense-related R&D spending
accounted for more than 80% of total federal R&D spending for
much of the 1950s, and rarely has dropped below 50% of federal
R&D expenditure during the entire 1949-2005 period (figure 1;
data from US Office of Management and Budget, 2005). Since federal
R&D spending accounted for more than 50% of total national
R&D spending during 1953-78 (data for overall national R&D
investment are available only after 1952), and only dropped below
40% in 1991 (its postwar low point of 25% appeared in 2000, as
Figure 2 shows; data from National Science Board, 2006), the
significance of the federal government's defense-related R&D
investment is obvious—in some years during the postwar period
(e.g., the late 1950s and early 1960s), public defense-related
R&D investment accounted for nearly one-half of total national
R&D spending.

Defense-related R&D programs affected
innovation throughout the postwar US economy. Much of the "R&D
infrastructure" of the postwar economy, including large research
facilities in industry, government, or academia, was built with
funding from defense-related R&D programs. In addition,
defense-related funding for academic research in fields ranging
from computer science to oceanography supported the training of
thousands of scientists and engineers. A second important channel
of influence was associated with technological "spinoffs" --
technological advances developed for defense-related applications
that found large markets in the civilian economy. Such spinoffs
proved to be particularly significant in aerospace and information
technology.

A third important channel through which
defense-related spending on new technologies advanced civilian
technological applications, aiding the exploitation of
technological "spinoffs", was procurement. Postwar defense-related
R&D programs typically were complemented by substantial
purchases of new technologies. The US military services, whose
procurement requirements typically emphasized performance above all
other characteristics (including cost), played a particularly
important role during the post-1945 period as a "lead purchaser,"
placing large orders for early versions of new technologies. These
procurement orders enabled suppliers of products such as
transistors or integrated circuits to reduce the prices of their
products and improve their reliability and
functionality.7 Government
procurement allowed innovators to benefit from production-related
learning and cost reductions by expanding output of early versions
of a new technology. Reductions in production costs led to lower
prices for the technologies, by opening up civilian markets, which
typically are more price-sensitive.

Examples of technological "spinoffs" from
defense-related R&D spending in the postwar United States
include the jet engine and swept-wing airframe that transformed the
postwar US commercial aircraft industry. Major advances in computer
networking and computer memory technologies, which found rapid
applications in civilian as well as military programs, also trace
their origins to defense-supported R&D programs.
Defense-related procurement was particularly important in the
postwar US information technology industry. In other areas,
however, such as numerically controlled machine tools,
defense-related demand for applications of novel technologies had
detrimental effects on the commercial fortunes of US machine tool
firms (Mazzoleni, 1999; Stowsky, 1992). And the light-water nuclear
reactor technologies that were first developed for military
applications proved to be poorly adapted to the civilian sector
(Cowan, 1990).

The "spinoff" and "procurement" channels
of interaction were most significant when defense and civilian
requirements for new technologies overlapped significantly and/or
when defense-related demand accounted for a large share of total
demand for a new technology. In both aerospace and information
technology, the economic and technological significance of
military-civilian spinoffs appear to have declined as a result of
growing divergence in the technological requirements of military
and civilian products, as well as the growth of civilian markets
for these products. Moreover, in some cases, such as information
technology, the influence of defense applications on the overall
direction of technical development not only declined by the 1990s;
defense technologies in some areas lagged behind those in the
civilian sector, reflecting the reduced influence of
defense-related demand and R&D investment on the innovative
activities of private firms.

Although defense-related R&D programs
typically are dominated by spending on "development," rather than
"research, the sheer size of the overall investment of public funds
meant that government defense-related R&D supported academic
research in a diverse array of disciplines in the physical sciences
and engineering. But federal R&D funding in the bio-medical
sciences, which was allocated largely to research, also grew
substantially during the post-1945 period. Although the primary
federal funder of biomedical research, the National Institute of
Health (NIH), was established in 1930, its extramural research
program received significant support only after the founding in
1937 of the National Cancer Institute, the first of 28 research
institutes within the NIH (Swain, 1962) and during the late 1940s,
NIH's extramural research programs began to grow more
rapidly.8 By 1970, NIH funding of
academic research amounted to $2 billion (in 2000 dollars), which
had grown to more than $13 billion by 2009.

Rapid growth in the NIH budget, along with
slower growth in defense-related R&D after 1970, shifted the
disciplinary composition of federally funded research away from the
physical sciences and engineering and toward biomedical research.
Growth in federally funded biomedical R&D has been more than
matched by growth in privately funded R&D investment in the US
pharmaceuticals industry since 1990. By the early 21st century,
federally funded R&D spending accounted for less than 40% of
overall R&D spending in this sector.9 The NIH now supports half of all federal
non-defense R&D and over 60% of federally funded research in
American universities.10

NIH support of academic research
contributed to the scientific advances in molecular biology and
related fields that gave rise to the biotechnology industry during
the 1970s and 1980s. Scientific advances at such universities as
Columbia, Stanford, and the University of California at San
Francisco held out considerable potential for applications in
pharmaceuticals and related industries. All three of these
universities, as well as others, became important "incubators" for
new firms, and increasingly patented faculty discoveries. Even
before the passage of the Bayh-Dole Act of 1980, important patents
had been filed on behalf of these three universities, and
university licensing in biomedical fields grew rapidly during the
1980s and 1990s (See Mowery et al., 2004).

In contrast to federal investments in IT,
federal R&D policy in the biomedical sector did not combine
federal procurement-related "demand-pull" with its large
investments in research. But the dominance of third-party payment
(from both public and private sources) for the majority of US
healthcare meant that patients and doctors alike were more
responsive to performance than to price. As a result, new
technologies tended to command a higher price premium in the United
States biomedical market than in other industrial economies, where
public insurance systems often limited prices and margins. These
incentives to adopt and apply new technologies quickly may well
have influenced the commercial exploitation by US pharmaceutical,
medical device, and biotechnology firms of the knowledge and
techniques produced by NIH R&D investments.

As I noted earlier, an internationally
unique characteristic of the US national innovation system that
dates back to the late 19th century has been the unusually
stringent character of US antitrust policy, which exerted great
influence on the early R&D strategies of many leading US
industrial firms. Antitrust policy continued to affect the
development of industrial R&D during the postwar period. US
antitrust policy during the 1950s and 1960s made it more difficult
for large US firms to acquire firms in "related" technologies or
industries, and increased their reliance on intra-firm sources for
new technologies (see Fligstein, 1990). In the case of Du Pont, the
use of the central laboratory and Development Department to seek
technologies from external sources was ruled out by senior
management as a result of perceived antitrust restrictions on
acquisitions in related industries. As a result, internal discovery
(rather than development) of new products became paramount
(Hounshell and Smith, 1988 emphasize the firm's postwar expansion
in R&D and its search for "new nylons"11), in contrast to the firm's R&D
strategy before World War II. The inward focus of Du Pont research
appears to have impaired the firm's postwar innovative performance,
even as its central corporate research laboratory gained a sterling
reputation within the global scientific community.

In other US firms, senior managers sought
to maintain growth through the acquisition of firms in unrelated
lines of business, creating conglomerate firms with few if any
technological links among products and processes. Chandler (1990)
and others (e.g., Ravenscraft and Scherer, 1987; Fligstein, 1990)
argue that diversification weakened senior management understanding
of and commitment to the development of the technologies that
historically had been essential to the competitive success, eroding
the quality and consistency of decision-making on
technology-related issues.12

Another novel characteristic of the US
national innovation system during the 1945-90 period -- one that
contrasted with the pre-1940 period --was the prominence of new
firms in commercializing new technologies. In industries that
effectively did not exist before 1940, such as computers,
semiconductors, and biotechnology, new firms played important roles
in the commercialization of innovations. These postwar US
industries differed from their counterparts in Japan and most
Western European economies, where established electronics and
pharmaceuticals firms retained dominant roles in the
commercialization of these technologies.

Several factors contributed to the
importance of new firms in the postwar US innovation system. The
large basic research establishments in universities, government,
and a number of private firms served as "incubators" for the
development of innovations that "walked out the door" with
individuals who established firms to commercialize them. Although
Klepper (2009) argues that a similar pattern of entrepreneurial
exit and establishment of new firms within the same geographic
region also characterized the US automobile industry in the early
20th century, the evolution of the postwar US biotechnology,
microelectronics and computer industries was heavily affected by
such new-firm "spinoffs" from established firms. Indeed, high
levels of labor mobility within regional agglomerations of
high-technology firms served as an important channel for technology
diffusion and as a magnet for other firms in related industries to
locate in these areas. Such labor mobility also aided in the
transfer of knowledge and know-how within many of these nascent
high-technology industries.13 The
importance of new firms in commercializing postwar innovations in
these new industries in the postwar US economy also relied on the
extension to much smaller firms of the equity-based system of
industrial finance that distinguished the US economy from those of
Germany and Japan.

Conclusion

Along with other industrial economies, the
United States shifted from an economy whose performance was based
on the exploitation of domestic natural resources, including
agricultural resources, to a "knowledge-based economy" during the
20th century. This transition took decades, but it also was
characterized by a number of phenomena widely cited as hallmarks of
21st-century innovation. "Open innovation," for example, in which
large corporations utilize intra-firm capabilities to scan the
technological horizon for potential acquisitions of new
technologies, accurately describes the strategies of many of the
large US corporate pioneers of in-house R&D during the early
20th century. Their acquisitions of technologies from external
sources also relied on the operation of a market for intellectual
property that was widespread during the early decades of the 20th
century, although its importance was subsequently supplanted by the
in-house technology development activities of large firms.

This brief survey also highlights the
close interaction among technological, policy, and institutional
influences within the evolution of the US national innovation
system. The discussion underscores the linkages between the
processes of technological innovation and adoption that are
essential to economic growth in all industrial economies. Much of
the economic influence of post-1945 federal R&D spending, for
example, flowed from the effects of public policy on both support
for the development of new technologies and support for their rapid
adoption. Moreover, in fields such as information technology, the
widespread adoption by US users of such innovations as desktop
computers and computer networking created a vast domestic platform
that supported user-led innovation. For this "general purpose
technology" in particular, innovation and adoption interacted and
accelerated one another. Public policies to address future
technological challenges such as global climate change or public
health must take into account the importance of consistency and
support for both technological innovation and adoption.
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1 "These new turn-of-the-century achievements may
be thought of as the confluence of two technological streams: the
ongoing advance of mechanical and metalworking skills and
performance, focused on the high-volume production of standardized
commodities; and the process of exploring, developing, and
utilizing the mineral resource base of the national economy.

2 The research facilities of AT&T were
instrumental in the procurement of the "triode" from independent
inventor Lee de Forest, and advised senior corporate management on
their decision to obtain loading-coil technology from Pupin (Reich,
1985). General Electric's research operations monitored foreign
technological advances in lamp filaments and the inventive
activities of outside firms or individuals, and pursued patent
rights to innovations developed all over the world (Reich, 1985:
61). The Standard Oil Company of New Jersey established its
Development Department precisely to carry out development of
technologies obtained from other sources, rather than for original
research (Gibb and Knowlton, 1956: 525). Alcoa's R&D operations
also closely monitored and frequently purchased process innovations
from external sources (Graham and Pruitt, 1990: 145-147).

3 See Stigler (1968). The Supreme Court ruled in
the Trans Missouri Association case in 1898 and the Addyston Pipe
case in 1899 that the Sherman Act outlawed all agreements among
firms on prices or market sharing. Data in Thorelli (1954) and
Lamoreaux (1985) indicate an increase in merger activity between
the 1895-1898 and 1899-1902 periods. Lamoreaux (1985) argues that
other factors, including the increasing capital-intensity of
production technologies and the resulting rise in fixed costs, were
more important influences on the US merger wave, but her account
(p. 109) also acknowledges the importance of the Sherman Act in the
peak of the merger wave. Lamoreaux also emphasizes the incentives
created by tighter Sherman Act enforcement after 1904 for firms to
pursue alternatives to merger or cartelization as strategies for
attaining or preserving market power.

4 These technology-acquisition strategies built on
a domestic market for intellectual property that grew substantially
during the 1880-1920 period. According to Lamoreaux and Sokoloff
(1999), the development of a national market for intellectual
property enabled independent inventors to specialize and thereby
enhanced their productivity and the overall innovative performance
of the US economy during this period. By the early 20th century,
however, the increased costs of inventive activity and greater
demand for formal scientific and engineering training led to the
supplanting of independent by corporate inventors (Lamoreaux and
Sokoloff, 2005).

5 Hounshell and Smith (1988: 298) report that 46 of
the 176 Ph.D.s overseen by Carl Marvel, longtime professor in the
University of Illinois chemistry department, went to work for one
firm, Du Pont. According to Thackray (1982: 221), 65% of the 184
Ph.D.s overseen by Professor Roger Adams of the University of
Illinois during 1918-58 went directly into industrial employment.
In 1940, 30 of the 46 Ph.D.s produced by the University of Illinois
chemistry department were first employed in industry.

6 Chandler and Hikino (1997) argue that established
firms dominated the commercialization of new technologies in most
sectors of the postwar US economy, with the significant exception
of "…electronic data-processing technologies, based on the
transistor and integrated circuit…" (p. 33).

7 New technologies undergo a prolonged period of
"debugging", performance and reliability improvement, cost
reduction, and learning on the part of users and producers about
applications and maintenance (Mowery and Rosenberg, 1999). The pace
and pattern of such progressive improvement affect the rate of
adoption, and the rate of adoption in turn affects the development
of these innovations.

8 A substantial majority (80%) of the annual
research budget of the NIH supports research conducted in
laboratories at universities, generally in medical schools.

9 The US Pharmaceutical Manufacturers Association
estimated that foreign and US pharmaceuticals firms invested more
than $26 billion in R&D in the United States in 2002,
substantially above the $16 billion R&D investment by the
National Institute of Health in the same year (See Pharmaceutical
Manufacturers Association, 2003, for both estimates).

10 National Science Foundation/Division of Science
Resources Statistics, Survey of Research and Development
Expenditures at Universities and Colleges, FY 2006.
http://www.nsf.gov/statistics/nsf08300/pdf/nsf08300.pdf

11 Hounshell and Smith (1988) and Mueller (1962)
both argue that discovery and development of nylon, one of Du
Pont's most commercially successful innovations, was in fact
atypical of the firm's pre-1940 R&D strategy, which bore more
than a passing resemblance to "open innovation." Rather than being
developed to the point of commercialization following its
acquisition by Du Pont, nylon was based on the basic research of
Carothers within Du Pont's central corporate research facilities.
The successful development of nylon from basic research through to
commercialization nevertheless exerted a strong influence on Du
Pont's postwar R&D strategy, not least because of the fact that
many senior Du Pont executives had direct experience with the nylon
project. Hounshell (1992) argues that Du Pont had far less success
in employing the "lessons of nylon" to manage such costly postwar
synthetic fiber innovations as Delrin.

12 Graham's discussion (1986) of the failure of RCA
to commercialize its videodisk technology in the face of the firm's
extensive diversification into such unrelated industries as
automobile rental agencies and frozen food is an illustrative
analysis of the failures of technology management that accompanied
the conglomerate-diversification strategies of many US firms in the
1960s and 1970s.

13 Discussing the development of laser technology,
Bromberg (1991) highlights the importance of linkages among
research funders and performers within the United States during the
1950s and 1960s that in turn were based on researcher mobility:
"Academic scientists were linked to industrial scientists through
the consultancies that university professors held in large and
small firms, through the industrial sponsorship of university
fellowships, and through the placement of university graduates and
postdoctoral fellows in industry. They were linked by joint
projects, of which a major example here is the Townes-Schawlow
paper of [sic] optical masers, and through sabbaticals that
academics took in industry and industrial scientists took in
universities. Academic scientists were linked with the Department
of Defense R&D groups, and with other government agencies
through tours of duty in research organizations such as the
Institute for Defense Analyses, through work at DoD-funded
laboratories such as the Columbia Radiation Laboratory or the MIT
Research laboratory for Electronics, and through government study
groups and consultancies. They were also linked by the fact that so
much of their research was supported by the Department of Defense
and NASA." (Bromberg, 1991: 224).
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1. Introduction

Creativity has attracted the attention of
researchers in a variety of disciplines including behavioural
psychology and management. Within the field of psychology the focus
has been primarily on the relationship between creativity and such
individual attributes as intelligence, knowledge and personality
(Barron and Harrington, 1981; Helson, 1996; Sternberg, 1988;
Sternberg and Lubart, 1991; Weisberg, 1993).2 In the management literature the focus has
been more on how creativity emerges from the interaction between
the individual employee and various aspects of management style and
work organisation. Woodman, Sawyer, and Griffin (1993), for
example, see creativity as resulting from the interaction of
individual, group and organizational variables. Amabile et al.
(1996) similarly focus on social and organizational factors,
arguing in particular that creativity at work is supported by
organizational and supervisory encouragement as well as by a
diversity of ideas within the work group (Bharadwag and Menon,
2000; Drazin, Glynn and Kazanjian, 1999; and Ford, 1996).

Although there has been some work on the
cultural or systemic basis of creativity (Csikszentmihalyi, 1988;
Lubart, 1999), prior to Richard Florida's publication of The Rise
of the Creative Class (2002), relatively little attention has been
given to analysing the basis for and the impact of creativity at
the levels of regions and nations. By putting forward creativity as
the driving force of economic growth, and by presenting the rise of
creativity as a general account of the current transformation of
the economy comparable to the knowledge-based economy hypothesis,
Florida's research has done more than any of the more specialised
research to bring creativity to the forefront of debate in the
social sciences. Further, in a series of empirical studies focusing
on the relationship between investments in human capital,
creativity and regional economic performance, Florida and his
co-authors have argued that the creative class provides a new and
alternative standard to the level of educational attainment for
measuring human capital in studies focusing on regional development
(Florida, Mellander and Stolarick, 2008; Mellander and
Florida,2006).

Drawing inspiration from Florida's
research as well as from the more specialised research on
creativity in the fields of behavioural psychology and management,
this paper sets out firstly to provide what we believe to be the
first mapping of creativity at work for the 27 member nations of
the European Union. We show that there are significant national
differences in the likelihood of employees being involved in
creative work activity even after adjusting for national
differences in occupational and industrial structure.

Referring to recent research that extends
the perspective on national systems of innovation to include the
organisation of work, labour market characteristics and education
systems (Hall and Soskice 2001; Lam and Lundvall, 2006; Lorenz and
Lundvall 2006; Lundvall, 2002; Whitley 2006), we then explore by
means of aggregate correlations at the national level the
relationship between creativity at work and characteristics of
national labour markets and systems of education and training.
Among the key findings presented in this paper is that the level of
creative work activity tends to be higher in nations with broad
competence-based systems of education and training that place value
on equality of access to life-long learning opportunities and the
continuing acquisition of job-related skills. The level of
creativity also tends to be higher in nations characterised by the
combination of high levels of labour market mobility and
well-developed systems of unemployment protection (flexible
security) and with active labour market policies.

The chapter is structured as follows.
Section 2 develops the mapping of the importance of creative
workers for the EU-27. Section 3 demonstrates that there are
significant differences in the frequency of creative work activity
across nations after adjusting for differences in occupation and
industrial structure. Section 4 examines the relationship between
creativity and measures of national labour market structures and
systems of education and training. Section 5 concludes and briefly
alludes to implications for EU policy.

2. Measuring the creative workforce

A major theme in the behavioural
psychology literature on creativity is that of 'eminence' or being
'unique in the whole world', and there are a number of empirical
studies of creativity focusing on the lives of truly exceptional
musicians, artists or scientists. In contrast to this focus on
eminence, there is a body of research focusing on 'everyday' or
'local' creativity of the sort that a large percent of the working
population engage in during their daily work activity (Reilly,
2008; Craft, 2005; Richards 1996).

Florida's notion of the creative class
corresponds to this latter, more broadly distributed, form of
creativity. In Florida (2002), he states that the distinguishing
characteristic of the creative class is that its members "engage in
work whose function is to create meaningful new forms" (p. 68). The
highest level of creative work, characteristic of what Florida
refers to as the 'super-creative core', involves "producing new
forms or designs that are readily transferable and widely
useful..." (p. 69). This group includes such occupations as
scientists, university professors, poets and architects. Beyond
this core, Florida includes within the creative class a diverse
group of professionals who, "engage in creative problem-solving,
drawing on complex bodies of knowledge to solve specific problems."
He observes, "What they (creative professionals) are required to do
regularly is think on their own." (p. 69). Further, he notes that
many technicians are included in the creative class as they, "apply
complex bodies of knowledge to working with physical materials" and
in a number of fields, "are taking on increased responsibility to
interpret their work and make decisions..." (pp. 69-70).

As the above references show, Florida's
notion of the creative class is an economic one based on the kinds
of work activities or jobs that different occupational categories
typically undertake. Consistent with this, and in order to measure
the size of the creative class and its growth over time for the US
economy, he draws on the occupational classifications and figures
compiled by the US Bureau of Labor Statistics. Based on standard
characterisations of skill requirements for different jobs,
occupations are grouped into the creative, service or working
classes. The creative class is defined to include most management
occupations, professionals and selected categories of technicians
and assistant professionals.3
Florida (2002: 75, 330) estimates that the creative class increased
from 3 million workers or 10% of the workforce in 1900 to 38.3
million or 30% in 1999. In 1999, the working and service classes
are estimated at 26.1 and 43.4 % of the work force respectively,
with agriculture making up the remaining 0.5%.

While this way of measuring the size of
the creative workforce is appropriate for capturing broad changes
in the importance of creativity within an economy over time, it has
a number of limitations that make it unsuitable for an
internationally comparative analysis. Firstly, as Florida's
discussion of the creative factory emphasises (Florida, 2002: 52),
creativity can extend down from the firm's management and technical
services to the shop floor, and highly creative firms typically
seek to mobilise the knowledge and skills of the entire workforce.
The blanket characterisation of the work of operators, sales and
service staff and craft workers as non-creative is at odds with a
vast literature on 'learning organisations' that emphasize the
collective and multi-level nature of learning and creativity at the
workplace.

Second, there is a well-established
internationally comparative literature which identifies important
national effects on the organisation of work. In particular,
detailed international comparisons show that the jobs and work
activity of the same occupational categories can display
significant national variations, requiring more or less learning
and problem-solving activity and differences in responsibility and
autonomy (Dore, 1973; Gallie, 1978; Lane, 1989; Lorenz and Valeyre,
2005; Maurice et al., 1982). The findings of these detailed
international comparisons of enterprise organisation are consistent
with the work on national systems of innovation that links the
micro-dynamics of learning and knowledge creation to differences in
national labour markets and education and training systems.

Third, work on sectoral systems of
innovation (Malerba, 2002) points to important differences in the
technological dynamism of different sectors of the economy and thus
it can be anticipated that the work of the same occupational
categories will display marked differences in terms of
problem-solving activity and creativeness according to the sector.
This implies a need to take into account differences in industrial
structure across nations in any statistical analysis of the
determinants of creativity at the workplace.

In order to develop a measure of the
creative workforce that is suitable for a comparative analysis of
the EU-27, we draw on the results of the 4th EWCS conducted by the
European Foundation for the Improvement of Living and Working
Conditions in 2005. The survey questionnaire was directed to
approximately 1000 active persons in each country with the
exception of Cyprus, Estonia, Luxembourg, Malta and Slovenia, which
had approximately 600 respondents. The total population surveyed
was 29,679 occupied persons.4 The
analysis presented here is restricted to the 9,198 salaried
employees working in establishments with at least 10 employees in
both industry and services, but excluding agriculture and fishing,
public administration and social security, education, health and
social work, and private domestic employees. In order to develop a
measure of the creative workforce that is consistent with Florida's
(2002) characterisation of the creative class, we use factor
analysis to identify the underlying associations that exist among
six binary variables that capture key features of creative work
activity (see Table1).5 We
then use hierarchical clustering in order to group the population
into three basic types of workers: creative workers, constrained
problems solvers and workers with Taylorist jobs.6

Table 1 shows the percentage of the
population characterised by the six work-activity variables that
are used in order to classify a worker as creative. Thus, as
Florida observes, creative workers typically engage in complex
problem-solving activities. Further, workers who use their own
ideas in settings where they exercise considerable discretion over
their work methods or task order correspond to the distinguishing
creative feature of being able to, "think on their own" and to take
on, "increased responsibility to interpret their work and make
decisions". These six work activity variables do not, however,
provide a basis for discriminating between the creative workforce
as a whole and the 'super creative core' which Florida defines in
terms of the outcome of producing transferrable and widely-used new
forms or designs.

Table 2 shows the composition of the three
groups resulting from the hierarchical cluster analysis. The first
group, which accounts for 51% of the population, is distinctive for
high levels of problem-solving, learning and task complexity. The
persons grouped in this cluster use their own ideas and exercise
considerable autonomy in carrying out their jobs. We refer to them
as 'creative workers'. The second group is characterised by nearly
as high levels of problem- solving and learning and comparable
levels of task complexity. However, there is little use of one's
own ideas, and levels of autonomy or discretion at work are low.
This cluster groups employees who, while regularly solving
technical or other problems at work, do so in highly supervised
settings offering little scope for developing original or creative
solutions based on their own ideas. We refer to them as
'constrained problem solvers'. The third group is composed largely
of persons doing deskilled work. Levels of learning,
problem-solving and task complexity are low. There is little use of
one's own ideas and there is limited scope for exercising
discretion in how work is carried out. We refer to this group as
'Taylorised workers'.

Table 3 shows that there are variations in
the importance of creative learners according to industrial sector.
In particular, creative learners are over-represented in business
services and in community, social and personal services, while they
are under-represented in manufacturing, construction and retail and
other services.

Table 4 points to the considerable
diversity that exists in the importance of creative work across
broadly defined occupational categories. Although the large
majority of senior managers, professionals and technicians, which
make up the bulk of Florida's creative class, are highly
over-represented in the creative workers cluster, roughly half of
the occupations making up the clerks and sales and service
category, who form Florida's service class, engage in creative work
activity. Moreover, a significant minority of the manual
occupations making up Florida's working class engage in work
requiring creative learning, problem-solving and the use of one's
own ideas. The results shown in Table 4 point, for the EU at any
rate, to the limitations of using standard occupational categories
as the basis for identifying the group of workers who are creative
at work. Significant proportions of service and manual workers may
work in settings where they are called upon to make creative use of
their own ideas.

3. National effects

Table 5 identifies important differences
in the size of the creative workforce across the EU-27. Creative
workers are most present in the Scandinavian countries, Finland,
the Netherlands and Malta and least present in Spain, Greece,
Italy, Cyprus, the Czech Republic, Hungary, Lithuania, Poland,
Slovakia, Bulgaria and Romania. There are intermediate levels of
creative work activity in the continental European nations, the UK
and Ireland, Portugal and amongst the new member nations in
Estonia, Latvia, and Slovenia. The frequency of Taylorised workers
tends to show the reverse trend to that of creative workers, being
lowest in the Scandinavian countries, the Netherlands and Malta,
and highest in the southern nations, Cyprus, the Czech Republic,
Hungary, Lithuania, Slovakia, and Bulgaria. The frequency of
constrained problem solvers is relatively high in Greece, in the
new member nations with the exception of Latvia, and Slovenia and
to a lesser extent Lithuania.

Table 3 shows that the frequency of
creative work activity varies across broadly defined sectors of
activity, and some of the national differences in the importance of
creativity shown in Table 5 may be attributable to cross-national
differences in industrial structure. It is also possible that
international differences in occupational structure may explain
some of the differences in the frequency of creative work across
the member nations of the EU. In order to control for the effects
of these structural variables, we have undertaken a logistic
regression analysis explaining the likelihood that an employee is
engaged in creative work in terms of nation, industrial sector and
occupation. The results are presented in Table6.

The results presented in the first column
of Table 6 show national effects on the likelihood of creative work
without structural controls and the second column shows the results
with these controls. Germany, which has a profile of types of
learners close to the EU-27 average, is used as the reference case.
The results thus show whether or not creative work activity is
significantly more likely in a nation relative to the German
case.

The first column results (without
structural controls) show that creative work is significantly more
likely in the Nordic countries, Netherlands, Malta and France.
Expressed in odds ratios an employee working in Sweden is 4.4 times
as likely as an employee in Germany to be engaged in creative work
activity. The likelihood of creative work is not significantly
different in the continental nations with the exception of France,
and the likelihood is significantly lower in the southern nations
with the exception of Portugal for which the difference is not
significant. Creative work activity is less likely in a number of
the new member nations including Lithuania, Poland, Slovakia, the
Czech Republic, Bulgaria and Romania. Expressed in odds ratios, the
likelihood of creative work is only .46 times as likely in Slovakia
as it is in Germany.

The second column results report national
effects after taking into account the effects of cross-national
differences in the structure of sectors, occupational categories
and establishment size. Most of the national effects reported in
column one remain the same in terms of the direction of the sign
and statistical significance. The exceptions are Belgium and
Estonia for which the positive coefficients are now significant at
the 5% level, and Cyprus, Poland and Romania for which the negative
coefficients are no longer significant at the 5% level or better.
Considering the control variables, we can see that relative to
manufacturing and mining creative work is more likely in community,
social and personal services, while for business and financial
services and retail and other services there are no significant
differences. As expected, creative work activity is more likely for
senior managers and professionals relative to skilled workers and
machine operators, and it is also more likely for clerks and sales
workers relative to skilled workers and machine operators.
Expressed in terms of odds ratios, senior managers are nearly six
times as likely to be engaged in creative work activity and
professional and technicians are about four times as likely. Sales
staff and clerks are about twice as likely as skilled workers and
operators to be engaged in creative work activity.

4. Creativity, labour market structure and
systems of education and training

The analysis above has shown that there
are significant differences in the importance of creative work
activity across the member nations of the European Union.
Relatively little attention has been given in the literature to how
national-level institutional arrangements may impact on creativity
at the workplace. Although creativity at work might be influenced
by a wide range of institutional conditions, in this exploratory
analysis we focus on a set of complementary institutional
arrangements that have received attention in recent work on
national innovation systems: the role of broad competence-based
systems of education and training; and the role of labour market
systems characterised by the combination of high levels of labour
market mobility and well developed systems of unemployment
protection. (Hall and Soskice, 2001; Lam and Lundvall, 2006; Lorenz
and Lundvall, 2006).

4.1. National labour market structure

Hall and Soskice (2001) have argued that
fluid labour markets characterised by few restrictions on hiring
and firing may impact positively on innovative performance because
they allow firms to rapidly bring in new knowledge from the outside
and to reconfigure their knowledge bases. New knowledge can support
creative outcomes, such as developing new products or services,
because it provides a foundation for exploring novel solutions and
for learning that extends beyond the firm's existing areas of
expertise. In order to explore this hypothesis, we developed a
measure of labour market mobility (LABMOB) based on data from the
Labour Force Survey on the share of persons by country whose job
had started within the last three months. LABMOB is defined as the
average of this share over three quarters: the 2nd quarter of 2005
and the 1st and 2nd quarters of 2006.7

While fluid labour markets can contribute
to a rapid reconfiguration of a firm's knowledge base, as Lam and
Lundvall (2006) have observed, labour market mobility is a
two-edged sword for the creative firm. Highly creative firms draw
their capability from the diverse know-how and practical problem-
solving skills embodied in individual experts. Formal professional
knowledge may play only a limited role and the expert's
problem-solving capabilities have more to do with experience and
tacit knowledge generated through interaction, trial-and-error and
experimentation. Because these tacit skills cannot be easily
codified, the creative firm faces a problem of reproducing what has
been learnt into an organizational memory and it is highly
vulnerable when it comes to individuals leaving the
organisation.

These problems of accumulating and
transferring experience-based tacit knowledge take a different form
when firms are organised into localised networks and industry
clusters. Mobility across organisational borders within industrial
clusters contributes to professional and social relationships which
provide the 'social capital' and 'information signals' needed to
ensure the efficient accumulation and transfer of tacit knowledge
in an inter-firm career framework (Saxenian, 1996). We would argue
that such professional and social networks are more likely to arise
in institutional settings where high levels of labour market
mobility are complemented by well-developed systems of unemployment
protection and active labour market policies designed to increase
the employability of the unemployed. Unemployment protection can
encourage individuals to commit themselves to what would otherwise
be considered unacceptably risky career paths that are punctuated
by transitions between employment and unemployment or part-time
employment. Furthermore, unemployment protection combined with
active labour market polices can help assure that extended periods
of unemployment will not lead individuals to accept downgrading or
accept job offers that do not make use of and build on the
experience and knowledge they have gained through previous
employment.

For these reasons, it can be argued that
labour market mobility is more likely to be skill-enhancing in
nations with well-developed systems of unemployment protection
combined with active labour market policies. In order to capture
the development of such systems of flexicurity (FLXSCR), we use a
simple indicator constructed by multiplying LABMOB, the measure of
labour market mobility, by LMP, total expenditures on active and
passive labour market policies as a percentage of GDP.8

Figures1 and 2 below present aggregate
correlations at the national level showing the relationship between
the frequency of creative work activity and the measures of labour
market mobility and flexicurity.9
The results support the view that labour market mobility is more
likely to foster skill enhancement and creativity at the workplace
when it is combined with well-developed systems of unemployment
protection combined with active labour market policies. Figure 1
shows a weak and non-statistically significant positive
relationship between the frequency of creative work and the measure
of national labour market mobility, while Figure 2 shows a stronger
and statistically significant positive relationship between the
frequency of creative work and the measure of flexible security.
Denmark, and to a lesser extent Sweden and Finland, stand out for
their relatively high levels of flexible security.

4.2 National systems of education and
training

Lam and Lundvall (2006) have argued that
national systems of education and training can be distinguished by
the extent to which they promote an even distribution of competence
across occupational categories as opposed to generating wide
disparities in skill levels and learning opportunities. Broad
competence-based systems are characterised by their concern to
balance investment in formal academic education and the production
of third-level degrees, with investment in continuous vocational
training and with creating possibilities for further training open
to all. Such systems are more conducive to decentralised modes of
work organisation and favour the forms of interactive learning and
the transmission and mobilisation of tacit knowledge that can
contribute to creativity at the workplace.

In order to develop measures of the
characteristics of national systems of education and training, we
used the aggregate data available on Eurostat's electronic
database. We used two measures of the level of a nation's
investments in formal academic knowledge and skills: the percentage
of the population with third-level education (THRDED); and the
number of science and engineering graduates as a percentage of the
20-29 aged cohort in 2005 (S&EGRD). In order to capture the
breadth of the education and training system and the extent to
which value is placed on developing practical job-related skills,
we used the results of the 2003 Labour Force Survey module on
life-long learning.10 As an
indicator of the overall level of development of further education
and training opportunities, we used the figures on the proportion
of the labour force involved in any form of education or training
during the four weeks prior to the survey. Equality of access to
such further education and training is defined as the ratio of the
percentage of skilled trades involved in any form of education or
training activity to the percentage of managers, professionals and
technicians (EQLLL). Higher ratios would indicate a more even
distribution of further education and training across occupational
categories.11 The value attached
in a nation to developing practical job-related skills and
expertise is measured by the proportion of the labour force
receiving job-related education or training from providers other
than the formal degree-conferring educational system during the
four weeks prior to the survey (CVT). This includes continuous
vocational training provided by employers.

Figures 3 and 4 show the relationship
between the frequency of creative work activity and the two
measures of investment in formal academic knowledge. The results
are mixed. While there is a positive and statically significant
relationship between creativity and the importance of third-level
education, there is little discernible relation between creativity
at work and the importance of third-level science and engineering
degrees.

Figures 5 and 6 show the relationship
between creative work activity and our two measures of broad
competence-based systems of education and training. The results
show a positive and statistically highly significant relationship
between the frequency of creative work and the measure of equality
of access to life-long learning, and an even stronger and
statistically significant positive relationship between the
frequency of creative work and a nation's commitment to developing
practical job-related skills and expertise.

Overall, while the aggregate correlations
suggest that an increase in the resources committed to third-level
education in general can promote creativity at work there is little
evidence to suggest that insufficient numbers of science and
engineering graduates constitute an obstacle to achieving higher
levels of creativity at work. Moreover, the results strongly
suggest that for many of the new member nations or southern
European nations with very low levels of creative work activity the
more important bottleneck is their low levels of investment in
further education and training.

5. Conclusion

One of the starting points for this paper
was the analysis of 'the creative class' as developed by Richard
Florida. With reference to his work we used employee-level survey
data from European countries to classify workers as more or less
involved in creative work activity. A first result is that while
the occupational categories used by Florida to define the creative
class provide a useful means for measuring the rise in the creative
class over time within a single nation, they are misleading for
purposes of international comparisons. National location matters
and we find important 'national effects' on the likelihood of
creative work activity after adjusting for the effects of an
employee's occupation and sector of activity. A semi or unskilled
operator or service worker has a higher chance of being assigned
creative tasks in the Scandinavian nations than in the Eastern or
Southern nations.

Such national differences may have
different causes and in this paper we link them to institutional
differences among the European economies that are related to the
further education and training system and to labour market
structure. We find that broad competence-based education systems
characterised by more equal access to further training for
enhancing vocational skills as compared to academic knowledge are
associated with higher levels of creative work. We also find that
labour markets that combine high mobility with ambitious labour
market policy in terms of passive and active measures tend to be
associated with higher levels of creative work.

Creativity is arguably an essential factor
in a nation's capacity for knowledge development and innovation and
our analysis has implications for public policy in Europe. Using a
somewhat different classification of work categories, Arundel et
al. (2007) demonstrate that a high frequency of participatory forms
of work organisation go hand in hand with more radical innovation
within a specific national system. The tendency to operate with
narrow perspectives on innovation and innovation systems, where the
focus is upon science-driven innovation and neglects
experience-based learning and the organisation of work, is
misleading (Jensen et al., 2007).

The Spring 2010 European Council
emphasised the importance of structural reforms for assuring a
strong and sustainable recovery from the current economic crisis
and for preserving the sustainability of Europe's social models.
Our results provide important guidance for the direction these
should take. The analysis shows that 'the creative class' is an
elastic category that can be widened to include many ordinary
workers. On the basis of our results we would argue that there is a
need for institutional reform in Europe in order to create
broad-based and egalitarian further education and training systems
that are integrated into policies for flexicurity. Such a political
mix would serve to spread and deepen creative activities so that
they are no longer the privilege of a specific social class. They
may also be seen as a way to strengthen the EMU-economies most
exposed to global competition and currently under attack from
global finance. It would also represent a major step towards
aligning the two classical objectives for the Lisbon agenda:
competitiveness and social cohesion.

Annex

The figure presents graphically the first
two axes or factors of the multiple correspondence analysis (MCA).
The first factor, accounting for 42% of the variance in the data
set or the chi-squared statistic, distinguishes between creative
workers and Taylorised workers. On one side of the axis we find the
variables measuring the presence of autonomy, learning,
problem-solving, complexity and the use of one's own ideas, and on
the other side we find the variables measuring their absence. The
second factor, accounting for 17% of the variance in the data set,
is defined by the presence of problem-solving, learning and
complexity combined with the absence of autonomy and the use of
one's own ideas at work.

The projection of the centre of gravity of
the three worker clusters coming out of the hierarchical
classification analysis (see Table 2) onto the graphic
representation of the first two factors of the MCA shows that the
three clusters correspond to quite different types of work
activity. The creative cluster is located to the west of the graph,
the Taylorised cluster to the east, and the constrained
problem-solving cluster to the south.
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1 This chapter draws on the analysis in an article
that we originally published in the Cambridge Journal of Economics,
2010.

2 See R. J. Sternberg (ed.), 1999, for an overview
of the literature.

3 Florida's measure of the creative class is based
on the 1998 Standard Occupational Classification (SOC) system
which, in common with the International Standard Classification of
Occupations (ISCO), groups jobs together in occupations and more
aggregate groups mainly on the basis of the similarity of skills
required to fulfil the tasks and duties of the jobs. For the list
of occupational categories included in the creative class see
Florida (2002: 328-329). In terms of the ISCO used by the European
Union, Florida's creative class is composed of Management
Occupations (ISCO 12-13), Professionals (ISCO 21-24) and some of
the occupations classified as Technicians and Associate
Professionals (ISCO 31-34). The service class is composed of Clerks
(ISCO 41-42), Service Workers (ISCO 51-52) and Sales and Service
Elementary Occupations (ISCO 91). The working class is composed of
Craft and Related Trade Workers (ISCO 71-74), Plant and Machine
Operators (ISCO 81-83) and Labourers in Mining, Construction,
Manufacturing and Transport (ISCO 93).

4 The sample of the EWCS is representative of
persons in employment (employees and self-employed). The sampling
design had the following stages: stratification of primary sampling
units (PSUs) according to region and urbanisation level; random
selection of starting addresses within each PSU; and a 'random
walk' procedure for the selection of the household. The response
rate was 0.48 and was calculated as the proportion of completed
interviews to the total number of eligible cases. Three types of
weighting were applied to the data in order to enhance the
representativeness of the results: a selection probability
weighting; a non-response (or post-stratification) weighting; and a
cross-national weighting in order to be able to do cross-national
estimations. For the quality report on the 4th EWCS (see Petrakos
Agilis, M., 2007).

5 For the exact wording of the questions upon which
the measures are based, see the Annex; Table A1.

6 The factor method used is multiple correspondence
analysis. In order to group the individuals, Ward's method of
hierarchical clustering is used on the basis of the factor scores,
or the coordinates of the observations, of the first two factors
which account for 59% of the total variance of the data set. See
the Annex for a graphical presentation of the factor analysis.

7 The figures are taken from, Statistics in Focus,
'Population and Social Conditions', 6/2006, Eurostat.

8 The labour market expenditure figures are taken
from Eurostat's Labour Market Policy data base. Total expenditures
are defined as the sum of active and passive expenditure targeted
at one of the following: the unemployed, the employed at risk of
becoming unemployed and inactive persons who would like to enter
the labour market but are disadvantaged in some way. Active
measures include expenditure on training, job rotation and job
sharing, employment incentives, direct job creation and start-up
incentives. Passive measures include expenditure on out of work
income maintenance and early retirement.

9 We are well aware that simple correlations are
primitive when it comes to sorting out causalities. In the paper in
the Cambridge Journal of Economics (Lorenz and Lundvall, 2010) we
pursue a more sophisticated analysis based upon multilevel
regression techniques. The results obtained there coincide with
those presented below.

10 The figures are available on Eurostat's
electronic data base. The Labour Force Survey lifelong learning
module distinguishes between formal, non-formal and informal or
self-learning. Formal life-long learning is defined as that
provided by the degree-conferring institutions of the formal
educational system. Non-formal education and training refers to all
forms of taught learning, including that provided by employers,
that occurs outside the formal degree-conferring educational
system. Informal learning refers to self-taught learning including
the use of printed materials and on-line computer based learning.
For the Eurostat quality report on the lifelong learning module of
the LFS, see:
http://circa.europa.eu/irc/dsis/employment/info/data/eu_lfs/LFS_MAIN/Adhoc_modules/2003/ExplanatoryNotes/Final_Report_Ahm2003_EN.pdf

11 We focus on life-long-learning in this analysis
rather than on initial vocational training because the further
education and training opportunities provided through systems of
life-long-learning potentially concern all occupational categories.
Apprenticeships or other forms of non-enterprise-based initial
vocational training tend to be specific to particular occupations
and hence the level of development of these forms of training are
less relevant for measuring the overall breadth of the educational
and training system in a nation and the extent to which value is
placed on the acquisition of job-related skills for employees
regardless of their occupational category or level of
education.




Table 1. Creative work variables




	
	
Percentage of occupied persons affected





	
Problem solving activities in work


	
79





	
Learning new things at work


	
68





	
Undertaking complex tasks


	
62





	
Using one's own ideas at work


	
50





	
Able to choose or change one's work methods


	
60





	
Able to choose or change the order of one's
tasks


	
56





	
N


	
9,240










Source: Fourth Working Conditions Survey.
European Foundation for the Improvement of Living and Working
Conditions




Table 2. Cluster analysis of types of
workers




	
	
Percentage of occupied persons by type of
learner reporting each variable





	
Variable


	
Creative workers


	
Constrained problem-solvers


	
Taylorised workers


	
Average





	
Problem solving activities at work


	
96


	
87


	
37


	
79





	
Learning new things at work


	
87


	
84


	
16


	
68





	
Undertaking complex tasks


	
80


	
81


	
8


	
62





	
Using one's own ideas at work


	
77


	
24


	
19


	
50





	
Able to choose or change one's work methods


	
94


	
21


	
29


	
60





	
Able to choose or change the order of one's
tasks


	
92


	
14


	
25


	
56





	
Total share of occupied persons


	
51


	
24


	
25


	
100










Source: Fourth Working Conditions Survey,
2005, European Foundation for the Improvement of Living and Working
Conditions




Table 3. Type of Worker by Sector of
Activity




	
	
Percentage of occupied persons by sector of
activity and type of learner





	
	
Creative workers


	
Constrained problem solvers


	
Taylorised workers


	
Total





	
Manufacturing, construction and utilities


	
46


	
27


	
27


	
100





	
Retail and other services


	
49


	
23


	
29


	
100





	
Business and financial services


	
67


	
19


	
13


	
100





	
Community, social and personal services


	
59


	
18


	
22


	
100





	
Average


	
51


	
24


	
25


	
100










Source: Fourth Working Conditions Survey,
2005, European Foundation for the Improvement of Living and Working
Conditions




Table 4. Type of Worker by Occupational
Category




	
	
Percentage of occupied persons by
occupational category and type of worker





	
	
Creative workers


	
Constrained problem solvers


	
Taylorised workers


	
Total





	
Senior managers


	
82


	
10


	
7


	
100





	
Professionals and technicians


	
74


	
18


	
8


	
100





	
Clerks and service workers


	
53


	
23


	
24


	
100





	
Skilled workers and machine operators


	
38


	
30


	
32


	
100





	
Unskilled workers


	
33


	
24


	
43


	
100





	
Average


	
51


	
24


	
25


	
100










Source: Fourth Working Conditions Survey,
European Foundation for the Improvement of Living and Working
Conditions




Table 5. National differences in Types of
Learners: EU27 (percentage of occupied persons by country and type
of learner)




	
	
Creative workers


	
Constrained problem solvers


	
Taylorised workers


	
Total





	
Belgium


	
60


	
21


	
19


	
100





	
Czech Republic


	
40


	
30


	
30


	
100





	
Denmark


	
70


	
15


	
14


	
100





	
Germany


	
52


	
23


	
26


	
100





	
Estonia


	
58


	
22


	
20


	
100





	
Greece


	
39


	
33


	
28


	
100





	
Spain


	
35


	
30


	
36


	
100





	
France


	
63


	
18


	
19


	
100





	
Ireland


	
58


	
18


	
24


	
100





	
Italy


	
37


	
29


	
34


	
100





	
Cyprus


	
42


	
26


	
32


	
100





	
Latvia


	
53


	
19


	
27


	
100





	
Lithuania


	
35


	
27


	
38


	
100





	
Luxembourg


	
60


	
20


	
20


	
100





	
Hungary


	
44


	
31


	
25


	
100





	
Malta


	
70


	
14


	
16


	
100





	
Netherlands


	
67


	
16


	
16


	
100





	
Austria


	
50


	
28


	
23


	
100





	
Poland


	
43


	
34


	
23


	
100





	
Portugal


	
46


	
24


	
29


	
100





	
Slovenia


	
50


	
25


	
25


	
100





	
Slovakia


	
33


	
32


	
35


	
100





	
Finland


	
66


	
21


	
13


	
100





	
Sweden


	
82


	
10


	
8


	
100





	
United Kingdom


	
51


	
22


	
27


	
100





	
Bulgaria


	
39


	
30


	
31


	
100





	
Romania


	
35


	
38


	
27


	
100





	
EU-27


	
51


	
24


	
25


	
100










Source: Fourth Working Conditions Survey, 2005
European Foundation for the Improvement of Living and Working
Conditions




Table 6. Logit estimates of national effects
on creative work activity




	
	
Logit estimates without structural
controls


	
Logit estimates with structural controls





	
Belgium


	
.33


	
.43*





	
Czech Republic


	
-.45**


	
-.17





	
Denmark


	
.81**


	
.89**





	
Germany


	
Reference





	
Estonia


	
.26


	
.45*





	
Greece


	
-.52**


	
-.47*





	
Spain


	
-.70**


	
-.48*





	
France


	
.48**


	
.51**





	
Ireland


	
.24


	
.06





	
Italy


	
-.60**


	
-.47*





	
Cyprus


	
-.40*


	
-.31





	
Latvia


	
.07


	
.24





	
Lithuania


	
-.67**


	
-.36*





	
Luxembourg


	
.34


	
.21





	
Hungary


	
-.29


	
-.08





	
Malta


	
.81**


	
1.04**





	
Netherlands


	
.66**


	
.60**





	
Austria


	
-.08


	
.06





	
Poland


	
-.33*


	
-.03





	
Portugal


	
-.21


	
.27





	
Slovenia


	
-.06


	
.10





	
Slovakia


	
-.77**


	
-.61**





	
Finland


	
.62**


	
.68**





	
Sweden


	
1.47**


	
1.64**





	
United Kingdom


	
-.01


	
-.20





	
Bulgaria


	
-.54**


	
-.41*





	
Romania


	
-.69**


	
-.32





	
Manufacturing, construction and utilities


	
Reference





	
Retail and other services


	
	
-.16





	
Business and financial services


	
	
.09





	
Community, social and personal services


	
	
.36*





	
Senior managers


	
	
2.29**





	
Professionals and technicians


	
	
1.62**





	
Clerks and service workers


	
	
.68**





	
Crafts and related trades


	
Reference





	
Operators and assemblers


	
	
-.20










* significant at 5% level;

**significant at 1% level.




Table A1. Survey questions used for the
construction of the binary work activity variables




	
Variable


	
Survey questions





	
Learning new things (LEARN)


	
Generally, does your main paid job involve, or
not, learning new things?





	
Employee problem-solving (PBSOLV)


	
Generally, does your main paid job involve, or
not, solving unforeseen problems on your own?





	
Task Complexity (COMPLX)


	
Generally, does your main paid job involve, or
not, complex tasks?





	
Using one's own ideas in work (IDEAS)


	
Are you almost always or often able to apply
your own ideas in your work?





	
Discretion in fixing work methods (AUTOMET)


	
Are you able, or not, to choose or change your
methods of work?





	
Discretion in fixing the order of one's tasks
(AUTORD)


	
Are you able, or not, to choose or change your
order of tasks?










Source: Agnès Parent-Thirion, et al. 2007, pp.
109-134.




Table A3. Aggregate Indicators: EU-27




	
	
LABMOB


	
LMP


	
EQLLL


	
CVT


	
THRDED


	
S&EGRD





	
Belgium


	
3.0


	
2.8


	
50.5


	
21.3


	
31.8


	
10.9





	
Czech Republic


	
2.5


	
.4


	
38.5


	
13.1


	
13.5


	
8.2





	
Denmark


	
6.9


	
4.2


	
79.6


	
45.2


	
34.7


	
14.7





	
Germany


	
3.8


	
3.2


	
59.0


	
14.4


	
23.8


	
9.7





	
Estonia


	
4.8


	
.2


	
32.5


	
15.3


	
33.3


	
12.1





	
Greece


	
2.2


	
.5


	
24.0


	
4.3


	
21.5


	
10.1





	
Spain


	
7.6


	
2.0


	
34.0


	
8.2


	
29.9


	
11.8





	
France


	
5.8


	
2.3


	
60.7


	
23.1


	
25.5


	
22.5





	
Ireland


	
5.9


	
1.3


	
67.1


	
13.1


	
30.8


	
24.5





	
Italy


	
3.3


	
1.3


	
55.8


	
6.0


	
12.9


	
9.7





	
Cyprus


	
4.4


	
0.7


	
28.9


	
19.1


	
30.5


	
3.6





	
Latvia


	
5.3


	
0.5


	
52.6


	
13.8


	
21.1


	
9.8





	
Lithuania


	
3.7


	
0.3


	
24.3


	
9.0


	
26.8


	
18.9





	
Luxembourg


	
2.7


	
1.1


	
76.3


	
15.6


	
24


	
1.8





	
Hungary


	
3.1


	
0.6


	
26.4


	
5.2


	
17.7


	
5.1





	
Malta


	
2.6


	
0.1


	
81.5


	
11.9


	
12


	
3.4





	
Netherlands


	
1.3


	
2.6


	
44.5


	
11.3


	
29.5


	
8.6





	
Austria


	
4.9


	
2.0


	
88.6


	
23.1


	
17.6


	
9.8





	
Poland


	
4.3


	
1.2


	
31.7


	
13.0


	
17.9


	
11.1





	
Portugal


	
2.9


	
1.8


	
48.5


	
8.8


	
13.5


	
12





	
Slovenia


	
4.2


	
0.6


	
81.2


	
24.8


	
21.4


	
9.8





	
Slovakia


	
3.4


	
0.4


	
73.5


	
25.7


	
14.5


	
10.2





	
Finland


	
8.8


	
2.6


	
78.7


	
43.0


	
35.1


	
17.7





	
Sweden


	
8.2


	
2.2


	
65.6


	
45.2


	
30.5


	
14.4





	
UK


	
4


	
0.2


	
46.9


	
32.8


	
30.7


	
18.4





	
Bulgaria


	
6.4


	
0.6


	
16.8


	
1.5


	
21.9


	
8.6





	
Romania


	
3.4


	
0.5


	
17.6


	
0.7


	
11.7


	
10.3
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1. INTRODUCTION

Innovation is an important source of
growth and a key determinant of competitive advantage for many
organizations. Achieving innovation requires the coordinated
efforts of many different actors and the integration of activities
across specialist functions, knowledge domains and contexts of
application. Thus, organizational creation is fundamental to the
process of innovation (Van de Ven et al 1999). The ability of an
organization to innovate is a pre-condition for the successful
utilization of inventive resources and new technologies.
Conversely, the introduction of new technology often presents
complex opportunities and challenges for organizations, leading to
changes in managerial practices and the emergence of new
organizational forms. Organizational and technological innovations
are intertwined. Schumpeter (1950) saw organizational changes,
alongside new products and processes, as well as new markets as
factors of 'creative destruction'.

Extant literature on organizational
innovation is very diverse and can be broadly classified into three
streams. Organizational design theories focus predominantly on the
link between structural forms and the propensity of an organization
to innovate (e.g. Burns and Stalker, 1961; Lawrence and Lorsch,
1967; Mintzberg, 1979). The unit of analysis is the organization
and the main research aim is to identify the structural
characteristics of an innovative organization, or to determine the
effects of organizational structural variables on product and
process innovation. Theories of organizational cognition and
learning (Glynn, 1996; Bartel and Garud, 2009), by contrast,
emphasise the cognitive foundations of organizational innovation
which is seen to relate to the learning and organizational
knowledge creation process (Agyris and Schon, 1978; Nonaka and
Takeuchi, 1995; Nonaka and von Krogh, 2009). This strand of work
provides a micro-lens for understanding the capacity of
organizations to create and exploit new knowledge necessary for
innovative activities. A third strand of research concerns
organizational change and adaptation, and the processes underlying
the creation of new organizational forms (Lewin and Volberda,
1999). Its main focus is to understand whether organizations can
adapt in the face of radical environmental shifts and technological
change. In this context, innovation is considered as a capacity to
respond to changes in the external environment, and to influence
and shape it (Burgleman, 1991; 2002; Child, 1997; Teece, 2007).

This chapter examines the nature of
innovative organizations and the relationship between organizing
and innovating from these three perspectives. Section two will draw
on organizational design theories and work in the field of strategy
to examine the relationship between organizational structure and
innovativeness. The third section looks at the micro-level process
of organizational learning and knowledge creation. It argues that
organizations with different structural forms vary in their
patterns of learning and knowledge creation, engendering different
types of innovative capabilities. This will be followed by an
analysis of organizational adaptation and the contemporary
challenges facing firms in pursuing 'organizational ambidexterity'
for sustaining innovation. The final section draws some general
conclusions from the analysis and highlights the gaps in the
existing literature and areas for future research.

2. ORGANIZATIONAL STRUCTURE AND INNOVATION

2.1. Structural archetypes and
innovativeness

The classical theory of organizational
design was marked by a preoccupation with universal forms and the
idea of 'one best way to organise'. The work of Weber (1947) on the
bureaucracy and of Chandler (1962) on the multidivisional form, was
most influential. The assumption of 'one best way' was, however,
challenged by research carried out during the 1960s and 1970s under
the rubric of contingency theory which explains the diversity of
organizational forms and their variations with reference to the
demands of context. Contingency theory argues that the most
'appropriate structure' for an organization is the one that best
fits a given operating contingency, such as scale of operation
(Blau, 1970), technology (Woodward, 1965; Perrow, 1970) or
environment (Burns and Stalker, 1961; Lawrence and Lorsch, 1967).
This strand of research and theory underpins our understanding of
the relationships between the nature of the task and technological
environments, structure and performance. Some of the studies deal
specifically with the question of how structure is related to
innovation.

Burns and Stalker's (1961) polar
typologies of 'mechanistic' and 'organic' organizations (see Box 1)
demonstrate how the differences in technological and market
environment, in terms of their rate of change and complexity,
affect organizational structures and innovation management. Their
study found that firms could be grouped into one of the two main
types: the former more rigid and hierarchical, suited to stable
conditions; and the latter, a more fluid set of arrangements,
adapting to conditions of rapid change and innovation. Neither type
is inherently right or wrong, but the firm's environment is the
contingency that prompts a structural response. Related is the work
of Lawrence and Lorsch (1967) on principles of organizational
differentiation and integration and how they adapt to different
environmental conditions, including the market --
technical-economic and the scientific sub-environments, of
different industries. Whereas Burns and Stalker treat an
organization as an undifferentiated whole that is either
mechanistic or organic, Lawrence and Lorsch recognize that
mechanistic and organic structures can co-exist in different parts
of the same organization owing to the different demands of the
functional sub-environments. The work of these earlier authors had
a profound impact on organizational theory and provided useful
design guidelines for innovation management. Burns and Stalker's
model remains highly relevant for our understanding of the
contemporary challenges facing many organizations in their attempts
to move away from the mechanistic towards the organic form of
organizing, as innovation becomes more important and the pace of
environmental change accelerates. Lawrence and Lorsch's suggestion
that mechanistic and organic structures can coexist is reflected in
the contemporary debate about the importance of developing hybrid
modes of organizations—'ambidextrous organizations'—that are
capable of coping with both evolutionary and revolutionary
technological changes (O'Reilly and Tushman, 2004; 2008; Tushman et
al., 2010; see section4).

Another important early contribution is
the work of Mintzberg (1979) who synthesised much of the work on
organizational structure and proposed a series of archetypes that
provide the basic structural configurations of firms operating in
different environments. In line with contingency theory, he argues
that the successful organization designs its structure to match its
situation. Moreover, it develops a logical configuration of the
design parameters. In other words, effective structuring requires
consistency of design parameters and contingency factors. The
'configurational hypothesis' suggests that firms are likely to be
dominated by one of the five pure archetypes identified by
Mintzberg, each with different innovative potential: simple
structure, machine bureaucracy, professional bureaucracy,
divisionalised form and adhocracy. Two of these archetypes can be
classified as organic organizations with a high capacity for
innovation and adaptation: the simple structure and the adhocracy.
The former relies on direct supervision by one person, as in the
case of entrepreneurial start-ups, which continuously searches
high-risk environments. The latter is a highly flexible
project-based organization relying on the mutual adjustment of
problem-solving teams. It is capable of radical innovation in a
volatile environment. The other three remaining archetypes, machine
bureaucracy, professional bureaucracy and the divisionalized form
are more inhibited in their innovative capabilities and less able
to cope with novelty and change. The characteristic features of the
archetypes and their innovative implications are shown in Table
1.

Contingency theories account for the
diversity of organizational forms in different technological and
task environments. They assume that as technology and product
markets become more complex and uncertain, and task activities more
heterogeneous and unpredictable, organizations will adopt more
adaptive and flexible structures, and they will do so by moving
away from bureaucratic to organic forms of organizing. The
underlying difficulties in achieving the 'match', however, are not
addressed in this strand of research.

2.2. Strategy, structure and the innovative
firm

The work of micro-economists in the field
of strategy considers organizational structure as both cause and
effect of managerial strategic choice in response to market
opportunities. Organizational forms are constructed from the two
variables of 'strategy' and 'structure'. The central argument is
that certain organizational types or attributes are more likely to
yield superior innovative performance in a given environment
because they are more suited to reduce transaction costs and cope
with potential capital market failures. The multi-divisional, or
M-form, for example, has emerged in response to increasing scale
and complexity of enterprises and is associated with a strategy of
diversification into related product and technological areas
(Chandler, 1962). It can be an efficient innovator within certain
specific product markets, but may be limited in its ability to
develop new competencies.

Lazonick's theory of 'the innovative
enterprise' (Lazonick, 2005; 2010) is rooted in the Chandlerian
framework, inasmuch as it focuses on how strategy and structure
determine the competitive advantage of the business enterprise. It
also builds on Lawrence and Lorsch's (1967) conceptualisation of
organizational design problems as differentiation and integration.
The theory distinguishes the 'optimizing firm' from the 'innovative
firm'. While the former seeks to maximize profits within given
technological capabilities and market constraints, the latter seeks
to transform technological and markets constraints through the
development of distinctive organizational capabilities which cannot
be easily imitated by competitors. Lazonick identifies three social
conditions that support the development of the innovative firm. The
first condition is 'strategic control' which refers to the set of
relations that gives key decision-makers the power, knowledge and
incentives to allocate the firm's resources to confront market
threats and opportunities. The second condition is 'organizational
integration' -- that is the horizontal and vertical integration of
skills and knowledge to support cumulative learning over time. And
the third condition is 'financial commitment' to ensure that
sufficient funds are allocated for competence development to
sustain the cumulative innovation process. The essence of the
innovative enterprise, according to Lazonick (2005: 34), "is the
organizational integration of a skill base that can engage in
collective and cumulative learning". The critical importance of
skills and knowledge integration as the social foundations of
innovation is also stressed by several other authors (Lam, 2000;
Lam and Lundvall, 2006).

Because the conditions that underpin the
innovative firm are social, the type of organisational integrative
capability and the nature of the innovative firm tend to vary
across institutional contexts and over time (Whitley, 2000;
Lazonick, 2005). Drawing on comparative historical evidence,
Lazonick (2005) has illustrated the rise and fall of different
national models of innovative firms characterised by different
types of organizational capabilities. For example, the growth of
the US industrial corporation during the first half of the
twentieth century was energised by a powerful managerial
organization for deploying new technology and using unskilled and
semi-skilled workers in mass production. The US managerial
corporation was confronted by the Japanese model of the innovative
firm in the 1970s which outperformed the US in many industrial
sectors such as consumer electronics, machine tools and
automobiles. Japanese firms have been able to gain a competitive
advantage in these industries because of their superior
organizational capacity for integrating shop-floor skills and
enterprise networks, enabling them to plan and coordinate
specialised divisions of labour and innovative investment
strategies. The late 1990s saw the resurgence of the US
high-technology sectors spearheaded by what Lazonick (2005; 2010)
refers to as 'new economy companies' in Silicon Valley which drew
their innovative capabilities from the dynamic integration of
technical and entrepreneurial skills within highly flexible, open
network organizations.

The theory of the innovative firm
propounded by Lazonick, alongside other researchers in the field of
strategy (e.g. Teece et al., 1997; Teece, 2007) stresses the
importance of organizational and managerial processes—integrating,
learning and reconfiguration—as core elements that underpin firms'
innovative performance. However, this strand of work devotes little
attention to the micro-dynamics of learning within
organizations.

3. THE COGNITIVE FOUNDATIONS OF ORGANIZATIONAL
INNOVATION

3.1. Organizational learning and knowledge
creation

The structural perspectives discussed
above treat innovation as an output of certain structural features.
Some organizational researchers regard innovation as a process of
bringing new, problem-solving, ideas into use (Amabile, 1988;
Kanter, 1983). Mexias and Glynn (1993: 78) define innovation as
"non-routine, significant, and discontinuous organizational change
that embodies a new idea that is not consistent with the current
concept of the organization's business". This approach defines an
innovative organization as one that is intelligent and creative
(Glynn, 1996; Woodman et al., 1993), capable of learning
effectively (Argote, 1999; Senge, 1990; Agyris and Schon, 1978) and
creating new knowledge (Nonaka, 1994; Nonaka and Takeuchi, 1995;
Nonaka and von Krogh, 2009). Cohen and Levinthal (1990) argue that
innovative outputs depend on the prior accumulation of knowledge
that enables innovators to assimilate and exploit new knowledge.
From this perspective, understanding the role of organizational
learning in fostering or inhibiting innovation becomes crucially
important.

Central to theories of organizational
learning and knowledge creation is the question of how
organizations translate individual insights and knowledge into
collective knowledge and organizational capability. While some
researchers argue that learning is essentially an individual
activity (Simon, 1991; Grant, 1996), most theories of
organizational learning stress the importance of collective
knowledge as a source of organizational capability. Collective
knowledge is the accumulated knowledge of the organization stored
in its rules, procedures, routines and shared norms which guide the
problem-solving activities and patterns of interaction among its
members. Collective knowledge resembles the 'memory' or 'collective
mind' of the organization (Walsh and Ungson, 1991). It can either
be a 'stock' of knowledge stored as hard data, or represent
knowledge in a state of 'flow' emerging from interaction.
Collective knowledge exists between rather than within individuals.
It can be more, or less, than the sum of the individuals'
knowledge, depending on the mechanisms that translate individual
into collective knowledge (Glynn, 1996). Both individuals and
organizations are learning entities. All learning activities,
however, take place in a social context, and it is the nature and
boundaries of the context that make a difference to learning
outcomes.

Much of the literature on organizational
learning points to the importance of social interaction, context
and shared cognitive schemes for learning and knowledge creation
(Agyris and Schon, 1978; Lave and Wenger, 1991; Brown and Duguid,
1991, 1998; Bartel and Garud, 2009). This builds on Polanyi's
(1966) idea that a large part of human knowledge is subjective and
tacit, and cannot be easily codified and transmitted independently
of the knowing subject. Hence its transfer requires social
interaction and the development of shared understanding and common
interpretive schemes.

Nonaka's theory of organizational
knowledge creation is rooted in the idea that shared cognition and
collective learning constitute the foundation of organizational
knowledge creation (Nonaka, 1994; Nonaka and Takeuchi, 1995; Nonaka
and von Krogh, 2009). At the heart of the theory is the idea that
tacit knowing constitutes the origin of all human knowledge, and
organizational knowledge creation is a process of mobilising
individual tacit knowledge and fostering its interaction with the
explicit knowledge base of the firm. Nonaka argues that knowledge
needs a context to be created. He uses the Japanese word 'ba',
which literally means 'place', to describe such a context. 'Ba'
provides a shared social and mental space for the interpretation of
information, interaction and emerging relationships that serves as
a foundation for knowledge creation. Participating in a 'ba' means
transcending one's limited cognitive perspective or social boundary
to engage in a dynamic process of knowledge sharing and creation.
In a similar vein, the notion of 'community of practice' (Lave and
Wenger, 1991; Wenger, 1998; Brown and Duguid, 1991; 1998) suggests
that organizational members construct their shared identities and
perspectives through 'practice', that is shared work experiences.
Practice provides a social activity in which shared perspectives
and cognitive repertoires develop to facilitate knowledge sharing
and transfer. Hence, the work group provides an important site
where intense learning and knowledge creation may develop. The
group, placed at the intersection of horizontal and vertical flows
of knowledge within the organization, serves as a bridge between
the individual and organization in the knowledge creation process.
Much of the recent literature on new and innovative forms of
organization also focuses on the use of decentralised, group-based
structure as a key organizing principle.

Many organizational and management
researchers regard the firm as a critical social context where
collective learning and knowledge creation take place. Nonaka and
Takeuchi (1995) talk about the 'knowledge-creating company'.
Argyris and Schon (1978) suggest that an organization is, at its
root, a cognitive enterprise that learns and develops knowledge.
'Organizational knowledge' essentially refers to the shared
cognitive schemes and distributed common understanding within the
firm that facilitate knowledge sharing and transfer. It is similar
to Nelson and Winter's (1982) concept of 'organizational routines':
a kind of collective knowledge rooted in shared norms and beliefs
that aids joint-problem solving and is capable of supporting
complex patterns of action in the absence of written rules. The
notion of 'core competence' (Prahalad and Hamel, 1990) implies that
the learning and knowledge creation activities of firms tend to be
cumulative and path-dependent. Firms tend to persist in what they
do because learning and knowledge are embedded in social
relationships, shared cognition and existing ways of doing things
(Kogut and Zander, 1992). Several authors have analysed how
collective learning in technology depends on firms' cumulative
competences and evolves along specific trajectories (Dosi, 1988;
Pavitt, 1991). Thus, the shared context and social identity
associated with strong group-level learning and knowledge
accumulation processes may constrain the evolution of collective
knowledge. Firms may find it difficult to unlearn past practices
and explore alternative ways of doing things. Levinthal and March
(1993) argue that organizations often suffer from 'learning
myopia', and have a tendency to sustain their current focus and
accentuate their distinctive competence: what they call falling
into a 'competency trap'. The empirical research by Leonardo-Barton
(1992) illustrates how firms' 'core capabilities' can turn into
'core rigidities' in new product development.

An inherent difficulty in organizational
learning is the need to maintain an external boundary and identity
while at the same time keeping the boundary sufficiently open to
allow the flow of new knowledge and ideas from outside. March
(1991) points out that a fundamental tension in organizational
learning is balancing the competing goals of 'the exploitation of
old certainties' and the 'exploration of new possibilities'.
Whereas knowledge creation is often a product of an organization's
capability to recombine existing knowledge and generate new
applications from its existing knowledge base, radically new
learning tends to arise from contacts with those outside the
organization who are in a better position to challenge existing
perspectives and paradigms. Empirical research has suggested that
sources of innovation often lie outside an organization (von
Hippel, 1988; Lundvall, 1992). External business alliances and
network relationships, as well as using new personnel to graft new
knowledge onto the existing learning systems, are important
mechanisms for organizational learning and knowledge renewal in an
environment characterised by rapid technological development and
disruptive changes (Powell, 1998; Lam, 2007). The 'dynamic
capability' perspective argues that the long-term competitive
performance of the firm lies in its ability to build and develop
firm-specific capability and, simultaneously, to renew and
re-configure its competences in response to an environment marked
by 'creative destruction' (Teece et al., 1997; Teece 2007). Thus, a
fundamental organizational challenge in innovation is not simply
the maintenance of a static balance between exploitation and
exploration, or stability and change, but a continuous need to
balance and coordinate the two dynamically throughout the
organization.

3.2. Two alternative models of learning
organizations: 'J-form' vs. 'Adhocracy'

All organizations can learn and create
knowledge, but their learning patterns and innovative capabilities
vary (Lam, 2000; 2002). During the past two decades, an extensive
literature has examined new organizational models and concepts
designed to support organizational learning and innovation. These
models include 'high performance work systems' or 'lean production'
(Womack et al., 1990), pioneered by Japanese firms in the
automobile industry; and the 'N-form corporation' (Hedlund, 1994)
and 'hypertext organization' (Nonaka and Takeuchi 1995). More
recently, concepts such as 'cellular forms' (Miles et al., 1997);
'modular forms' (Galunic and Eisenhardt, 2001); 'project-based
networks' (DeFillippi, 2002) and 'new economy firms' (Lazonick,
2005) reflect the growth of flexible and adaptive forms of
organization with a strategic focus on entrepreneurship and radical
innovation in knowledge-intensive sectors of the economy. These
studies highlight the different ways in which firms seek to create
learning organizations capable of continuous problem solving and
innovation.

A closer examination of the literature on
new forms suggests that the various models of learning
organizations can be broadly classified into two polar ideal types,
namely, the 'J-form' and 'adhocracy' (Lam, 2000; 2002). The former
refers to an organization which is good at exploitative learning
and derives its innovative capabilities from the development of
organization-specific collective competences and problem-solving
routines. The term J-form is used because its archetypal features
are best illustrated by the 'Japanese type' of organizations, such
as Aoki's (1988) model of the 'J-firm', and Nonaka and Takeuchi's
(1995) 'knowledge creating companies'. Adhocracy (Mintzberg, 1979),
by contrast, tends to rely more upon individual specialist
expertise organized in flexible market-based project teams capable
of speedy responses to changes in knowledge and skills, and
integrating new kinds of expertise to generate radical new products
and processes. It is skilled at explorative learning. Mintzberg's
term is used here to capture the dynamic, entrepreneurial and
adaptive character of the kind of organization typified by Silicon-
Valley-type companies (Bahrami and Evans, 2000). Both the 'J-form'
and 'adhocracy' are learning organizations with strong innovative
capabilities, but they differ markedly in their knowledge
configurations, patterns of learning and the type of innovative
competences generated. These two polar organizational types are
facilitated by different institutional characteristics of labour
markets and systems of competence building (Lam, 2000; Lam and
Lundvall, 2006).

The J-form organization relies on
knowledge that is embedded in its operating routines, team
relationships and shared culture. It is facilitated by a relatively
stable, long-term employment relationship and, a broad-based
education and training system for the majority of the workforce.
Learning- and knowledge-creation within the J-form takes place
within an 'organizational community' that incorporates shopfloor
skills in problem solving, and intensive interaction and knowledge
sharing across different functional units. The existence of stable
organizational careers rooted in an internal labour market provide
an incentive for organizational members to commit to organizational
goals and to develop firm-specific problem-solving knowledge for
continuous product and process improvement. New knowledge is
generated through the fusion, synthesis and combination of the
existing knowledge base. The J-form tends to develop a strong
orientation towards pursuing an incremental innovation strategy and
do well in relatively mature technological fields characterised by
rich possibilities of combinations and incremental improvements of
existing components and products (e.g. machine-based industries,
electronics components and automobiles). But the J-form's focus on
nurturing organizationally-embedded, tacit knowledge and its
emphasis on continuous improvement in such knowledge can inhibit
learning radically new knowledge from external sources. The
disappointing performance of Japanese firms in such fields as
software and biotechnology in the 1990s may constitute evidence of
the difficulties faced by 'J-form firms' in entering and innovating
in rapidly developing new technological fields (Whitely, 2003).

An adhocracy is an organic and adaptive
form of organization that is able to fuse professional experts with
varied skills and knowledge into adhoc project teams for solving
complex and often highly uncertain problems. Learning and knowledge
creation in an adhocracy occurs within professional teams that
often are composed of employees from different organizations.
Careers are usually structured around a series of discrete projects
rather than advancing within an intra-firm hierarchy. The resulting
project-based career system is rooted in a relatively fluid
occupational labour market which permits the rapid reconfiguration
of human resources to align with shifting market requirements and
technological changes. The adhocracy has a much more permeable
organizational boundary that allows the insertion of new ideas and
knowledge from outside. This occurs through the recruitment of new
staff, and the open professional networks of the organizational
members that span organizational boundaries. The adhocracy derives
its competitive strength from its ability to reconfigure the
knowledge base rapidly to deal with high levels of technical
uncertainty, and to create new knowledge to produce novel
innovations in emerging new industries. It is a very adaptive form
of organization capable of dynamic learning and radical innovation.
However, the fluid structure and speed of change may create
problems in knowledge accumulation, since the organization's
competence is embodied in its members' professional expertise and
market-based know-how which are potentially transferable. The
adhocracy is subject to knowledge loss when individuals leave the
organization. The long-term survival of this loose, permeable
organizational form requires the support of a stable social
infrastructure rooted in a wider occupational community or
localised firm networks

Although firms in the high-technology
sectors are under intense pressure to learn faster and organize
more flexibly, evidence thus far suggests that complete adhocracies
remain rare. Adhocracies are usually confined to organizational
subunits engaged in creative work (e.g. 'skunk work' adhocracies)
(Quinn, 1992), or knowledge-intensive professional service fields
(e.g. law, management consultancies, software engineering design)
where the size of the firm is generally relatively small, enabling
the whole organization to function as an interdependent network of
project teams (DeFillippi, 2002). Attempts by large corporations to
adopt the adhocracy mode have proved difficult to sustain in the
long-run (Foss, 2003). Elsewhere, the most successful examples of
adhocracies are found in regionally based industrial communities,
as in the case of Silicon Valley, and other high-technology
clusters (Saxenian, 1996; Angels, 2000). There, the agglomeration
of firms creates a stable social context and shared cognitive
framework to sustain collective learning and reduce uncertainty
associated with swift formation of project teams and organizational
change.

4. ORGANIZATIONAL CHANGE AND ADAPTATION: TOWARDS
'ORGANIZATIONAL AMBIDEXTERITY'

Can organizations change and survive in
the face of major environmental shifts? If so, how do they adapt?
There are two broad perspectives in the research on organizational
change. Organizational ecology and institutional theorists (Hannan
and Freeman, 1984; Barnett and Caroll, 1995; DiMaggio and Powell,
1983; Greenwood and Hinings, 1996) emphasize the powerful forces of
organizational inertia and argue that individual organizations
seldom succeed in making radical change in strategy and structure
in the face of environmental turbulence. This strand of research
focuses on the way environments select organizations, and how this
selection process creates change in organizational forms as new
entrants within an industry display the established organizations
that cannot adapt fast enough. One possible way for organizations
to adapt, according to the selectionist perspective, is to spin out
new business ventures (Barnett and Freeman, 2001; Christensen,
1997). By contrast, theories of strategic organizational adaptation
and change focus on the role of managerial action and strategic
choice in shaping organizational change (Child, 1997; Burgleman,
2002; Teece, 2007). They view organizational change as a product of
an actor's decisions and learning, rather than the outcome of a
passive environmental selection process. According to Child (1997),
organizational action is bounded by the cognitive, material and
relational structures internal and external to the organization,
but at the same time it impacts upon those structures.
Organizational actors, through their actions and 'enactment'
(Weick, 1979), are capable of redefining and modifying structures
in ways that will open up new possibilities for future action. As
such, the strategic choice perspective projects the possibility of
creativity and innovative change within the organization.

Many strategic adaptation theorists view
organizational change as a continuous process encompassing the
paradoxical forces of continuity and change. Continuity maintains a
sense of identity for organizational learning (Weick, 1996),
provides political legitimacy, and increases the acceptability of
change among those who have to live with it (Child and Smith,
1987). Burgleman's (1991, 2002) study of Intel corporation
illustrates how the company successfully evolved from a memory to a
microprocessor company by combining the twin elements of continuity
and change for strategic renewal. Burgleman argues that
consistently successful organizations use a combination of
'induced' and 'autonomous' processes in strategy-making to bring
about organizational renewal. The induced process develops
initiatives that are within the scope of the organization's current
strategy and build on existing organizational learning (i.e.
continuity). In contrast, the autonomous process concerns
initiatives that emerge outside the organization and provide the
opportunities for new organizational learning (i.e. change). These
twin processes are considered vital for successful organizational
transformation. In a similar vein, Brown and Eisenhardt (1997) note
that continuous organizational change for rapid product innovation
is becoming a crucial capability for firms operating in
high-velocity industries with short product cycles. Based on case
studies of multi-product innovations in the computer industry, the
authors conclude that continuous change and product innovations are
supported by organizational structures that can be described as
'semi-structures', a combination of 'mechanistic' and 'organic'
features, that balance order and chaos.

The dual search for stability and change
constitutes a central paradox in all forms of organizing and poses
a major challenge for firms operating in today's business
environment (Farjoun, 2010). In the past, many organizational
theorists maintained that the structures, processes and practices
that support stability and reliability were largely incompatible
with those needed for change and flexibility. The tension between
'exploitation' and 'exploration' in organizational learning and
innovation is a familiar example (March, 1991). Exploitation builds
on existing knowledge and thrives on the kind of organizational
cohesiveness found in the 'J-form' whereas exploration requires the
creation of new knowledge and novel ideas nurtured in an
entrepreneurial mode of organizing such as the adhocracy (Lam,
2000). The contrasting organizing logics underlying the two
activities make their effective combination extremely difficult, if
not impossible. However, in recent years there have been growing
pressures on organizations to develop dual structures and processes
for sustaining performance in a fast changing and complex
environment. The notion of an 'ambidextrous organization' (O'Reilly
and Tushman, 2004, 2008; Tushman et al., 2010) suggests that the
key to the long-term success of firms lies in their ability to
exploit existing competences while simultaneously exploring new
possibilities to compete in both mature and emerging markets. The
term 'ambidexterity' means doing both. According to O'Reilly and
Tushman (2004; 2008), ambidextrous organizations are ones that can
sustain their competitive advantage by operating in multiple modes
simultaneously—managing for short-term efficiency by emphasizing
stability and control, and for long-term innovation by taking
risks. Organizations that operate in this way develop multiple,
internally inconsistent architectures, competences and cultures,
with built-in capabilities for efficiency, consistency and
reliability needed for exploiting current business on the one hand,
and experimentation and improvisation for exploring new
opportunities on the other. From a strategic perspective,
organizational ambidexterity is seen as a dynamic capability
enabling organizations "to maintain ecological fitness and, when
necessary, to reconfigure existing assets and develop the new
skills needed to address emerging threats and opportunities"
(O'Reilly and Tushman, 2008: 189).

The concept of organizational
ambidexterity is an attractive one. However, the conditions under
which it leads to long-term success and its impact on innovative
performance have yet to be verified. The challenge associated with
managing the apparent paradox of stability and change remains a
formidable task for many organizations.

5. CONCLUSION

Innovation is a process of learning, and
learning is a collective process that occurs within an organized
setting. This chapter has examined the nature and development of
innovative organizations from three different but interdependent
perspectives: 1.the relationship between organizational
structural forms and innovativeness; 2.innovation as a
process of organizational learning and knowledge creation; and
3.organizational capacity for change and adaptation. The
analysis suggests that building innovative organizations entails
not only matching structural forms with technological and market
opportunities, but also embedding the capacity for learning and
knowledge creation within team processes and social relationships.
There are different types of learning and innovative organizations
and their dominant features tend to vary over time and across
institutional contexts. However, a fundamental characteristic of
innovation is that it always consists of a new combination of
ideas, knowledge, capabilities and resources. Thus, maintaining the
openness of an organization for absorbing new knowledge and ideas
from a variety of sources increases the scope for new combinations
and enhances the possibility for producing more sophisticated
innovations. An enduring challenge facing all innovative
organizations is the encapsulation of dual structures, processes
and capabilities that reconcile stability and exploitation with
change and exploration to ensure current viability and long-term
adaptability. The notion of an 'ambidextrous organization' has
become a popular expression to denote the paradox of managing
innovation in the contemporary business environment.

Organizational innovation is a
multifaceted phenomenon. The extensive literature in organization
studies has advanced our understanding of the effects of
organizational structure on the ability of organizations to learn,
create knowledge and generate technological innovation. We know
relatively less, however, about how internal organizational
dynamics and actor learning interact with technological and
environmental forces to shape organizational evolution. It remains
unclear how and under what conditions organizations shift from one
structural archetype to another, and the role of technological
innovation in driving the process of organizational change is also
obscure. The bulk of the existing research has tended to focus on
how technology and market forces shape organizational outcomes and
treat organizations primarily as a vehicle or facilitator of
innovation, rather than focussing on the process of organizational
innovation itself. For example, we tend to assume that
technological innovation triggers organizational change because it
shifts the competitive environment and forces organizations to
adapt to the new set of demands. This deterministic view neglects
the possibility that differences in organizational interpretations
of, and responses to, external stimuli can affect the outcomes of
organizational change. Treating the organization as an
interpretation and learning system (e.g. Daft and Weick, 1994;
Greve and Taylor, 2000) directs our attention to the important role
of internal organizational dynamics, actor cognition and behaviour
in shaping the external environment and outcomes of organizational
change. A promising direction for future research would be to take
greater account of endogenous organizational forces such as
capacity for learning, values, interests and culture in shaping
organizational change and innovation.
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Table 1. Burns and Stalker: Mechanistic and
Organic Structures




	
Burns and Stalker set out to explore whether
differences in the technological and market environments affect the
structure and management processes in firms. They investigated
twenty manufacturing firms in depth, and classified environments
into 'stable and predictable' and 'unstable and unpredictable'.
They found that firms could be grouped into one of the two main
types, mechanistic and organic forms, with management practices and
structures that Burns and Stalker considered to be logical
responses to environmental conditions.

The Mechanistic Organization has a more rigid
structure and is typically found where the environment is stable
and predictable. Its characteristics are:

a. tasks required by the organization are
broken down into specialised, functionally differentiated duties
and individual tasks are pursued in an abstract way, that is more
or less distinct from the organization as a whole;

b. the precise definition of rights,
obligations and technical methods is attached to roles, and these
are translated into the responsibilities of a functional position;
there is also a hierarchical structure of control, authority and
communication;

c. knowledge of the whole organization is
located exclusively at the top of the hierarchy, with greater
importance and prestige being attached to internal and local
knowledge, experience and skill rather than that which is general
to the whole organization;

d. there is a tendency for interactions between
members of the organization to be vertical, i.e. between superior
and subordinate.

The Organic Organization has a much more fluid
set of arrangements and is an appropriate form for changing
environmental conditions which require emergent and innovative
responses. Its characteristics are:

a. individuals contribute to the common task of
the organization and there is continual adjustment and
re-definition of individual tasks through interaction with
others;

b. there is spread of commitment to the
organization beyond any technical definition, a network structure
of control authority and communication, and the direction of
communication is lateral rather than vertical;

c. knowledge may be located anywhere in the
network, with this ad hoc location becoming the centre of authority
and communication;

d. importance and prestige attach to
affiliations and expertise valid in industrial, technical and
commercial milieus external to the firm.

Mechanistic and organic forms are polar types
at the opposite ends of a continuum and, in some organizations, a
mixture of both types can be found.










Source: Burns and Stalker (1961).




Table 2. Mintzberg's structural archetypes and
their innovative potentials




	
Organization archetype


	
Key features


	
Innovative potential





	
Simple structure


	
An organic type centrally controlled by one
person, which can respond quickly to changes in the environment,
e.g. small start-ups in high-technology.


	
Entrepreneurial and often highly innovative,
continually searching for high-risk environments. Weaknesses are
the vulnerability to individual misjudgement and resource limits on
growth.





	
Machine bureaucracy


	
A mechanistic organization characterized by a
high level of specialization, standardization and centralized
control. A continuous effort to routinize tasks through
formalization of worker skills and experiences, e.g. mass
production firms.


	
Designed for efficiency and stability. Good at
dealing with routine problems, but highly rigid and unable to cope
with novelty and change.





	
Professional bureaucracy


	
A decentralised mechanistic form which accords
a high degree of autonomy to individual professionals.
Characterized by individual and functional specialization, with a
concentration of power and status in the 'authorized experts'.
Universities, hospitals, law and accounting firms are typical
examples.


	
The individual experts may be highly innovative
within a specialist domain, but the difficulties of coordination
across functions and disciplines impose severe limits on the
innovative capability of the organization as a whole.





	
Divisionalized form


	
A decentralized organic form in which
quasi-autonomous entities are loosely coupled together by a central
administrative structure. Typically associated with larger
organizations designed to meet local environmental challenges.


	
An ability to concentrate on developing
competency in specific niches. Weaknesses include the 'centrifugal
pull' away from central R&D towards local efforts, and
competition between divisions which inhibit knowledge sharing.





	
Adhocracy


	
A highly flexible project-based organization
designed to deal with instability and complexity. Problem-solving
teams can be rapidly reconfigured in response to external changes
and market demands. Typical examples are professional partnerships
and software engineering firms.


	
Capable of fast learning and unlearning; highly
adaptive and innovative. However, the unstable structure is prone
to short life, and may be driven over time toward bureaucracy (see
also section 3.2).










Sources: Mintzberg (1979); Tidd et al. (1997:
313-314); Lam (2000).





Innovation by Users
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Ever since Joseph A. Schumpeter (1934)
promulgated his theory of economic development, economists,
policymakers and business managers have assumed that the dominant
mode of innovation is a "producers' model." That is, it has been
assumed that most important innovations would originate from
producers and be supplied to consumers via goods that were for
sale.

This view seemed reasonable on the face of
it—producers generally serve many users and so can profit from
multiple copies of a single innovative design. Individual users, in
contrast, depend upon benefits from in-house use of an innovation
to recoup their investments. Presumably, therefore, a producer that
serves many customers can afford to invest more in innovation than
any single user. From this it follows logically that
producer-developed designs should dominate user-developed designs
in most parts of the economy.

However, the producers' model is only one
mode of innovation. A second, increasingly important model is user
innovation. Under this second model, economically important
innovations are developed by individual users (consumers) and also
by user firms. Sometimes, user-developed innovations result from a
number of users working together collaboratively.

User innovation is an institution that
competes with and, I will argue, can displace producer innovation
in many parts of the economy. A growing body of empirical work
clearly shows that users are the first to develop many and perhaps
most new industrial and consumer products. In addition, the
importance of product and service development by users is
increasing over time. This shift is being driven by two related
technical trends: 1. the steadily improving design capabilities
(innovation toolkits) that advances in computer hardware and
software make possible for users; 2. the steadily improving ability
of individual users to combine and coordinate their
innovation-related efforts via new communication media such as the
Internet.

The ongoing shift of innovation to users
has some very attractive qualities. It is becoming progressively
easier for many users to get precisely what they want by designing
it for themselves. Innovation by users also provides a very
necessary complement to, and feedstock for, producer innovation.
And innovation by users appears to increase social welfare. At the
same time, the ongoing shift of product-development activities from
producers to users is painful and difficult for many producers.
User innovation is "attacking" a major structure of the social
division of labor. Many firms and industries must make fundamental
changes to long-held business models in order to adapt. Further,
governmental policy and legislation sometimes preferentially
supports innovation by producers. Considerations of social welfare
suggest that this must change. The workings of the intellectual
property system are of special concern. But despite the
difficulties, a user-centered system of innovation appears well
worth striving for.

Today a number of innovation process
researchers are working to develop our understanding of user
innovation processes. In this paper, I offer a review of some
collective learning on this important topic to date.

Importance of innovation by users

Users, as I use the term, are firms or
individual consumers that expect to benefit from using a product or
a service. In contrast, producers expect to benefit from selling a
product or a service. A firm or an individual can have different
relationships to different products or innovations. For
example,Boeing is a producer of airplanes, but it is also a
user of machine tools. If one were examining innovations developed
by Boeing for the airplanes it sells, Boeing would be a
producer-innovator in those cases. But if one were considering
innovations in metal-forming machinery developed by Boeing for
in-house use in building airplanes, those would be categorized as
user-developed innovations and Boeing would be a user-innovator in
those cases.

Innovation user and innovation producer
are the two general "functional" relationships between innovator
and innovation. Users are unique in that they alone benefit
directly from innovations. All others (here lumped under the term
"producers") must sell innovation-related products or services to
users, indirectly or directly, in orderto profit from
innovations. Thus, in order to profit, inventors must sell or
license knowledge related to innovations, and producers must sell
products or services incorporating innovations. Similarly,
suppliers of innovation-related materials or services—unless they
have direct use for the innovations—must sell the materials or
services in order to profit from the innovations.

The user and producer categorization of
relationships between innovator and innovation can be extended to
specific function, attributes, or features of products and
services. When this is done, it may turn out that different parties
are associated with different attributes of a particular product or
service. For example, householders are the users of the switching
attribute of a household electric light switch—they use it to turn
lights on and off. However, switches also have other attributes,
such as "easy wiring" qualities, that may be used only by the
electricians who install them. Therefore, if an electrician were to
develop an improvement to the installation attributes of a switch,
it would be considered a user-developed innovation.

Both qualitative observations and
quantitative research in a number of fields clearly document the
important role users play as first developers of products and
services later sold by manufacturing firms. Adam Smith (1776) was
an early observer of the phenomenon, pointing out the importance of
"the invention of a great number of machines which facilitate and
abridge labor, and enable one man to do the work of many". Smith
went on to note that "a great part of the machines made use of in
those manufactures in which labor is most subdivided, were
originally the invention of common workmen, who, being each of them
employed in some very simple operation, naturally turned their
thoughts towards finding out easier and readier methods of
performing it". Rosenberg (1976) explored the matter in terms of
innovation by user firms rather than individual workers. He studied
the history of the US machine tool industry, finding that important
and basic machine types like lathes and milling machines were first
developed and built by user firms having a strong need for them.
Textile manufacturing firms, gun producers and sewing machine
producers were important early user-developers of machine
tools.

Quantitative studies of user innovation
document that many of the most important and novel products and
processes in a range of fields have been developed by user firms
and by individual users. Thus, Enos (1962) reported that nearly all
the most important innovations in oil refining were developed by
user firms. Freeman (1968) found that the most widely licensed
chemical production processes were developed by user firms. Von
Hippel (1988) found that users were the developers of about 80% of
the most important scientific instrument innovations, and also the
developers of most of the major innovations in semiconductor
processing. Pavitt (1984) found that a considerable fraction of
invention by British firms was for in-house use. Shah (2000) found
that the most commercially important equipment innovations in four
sporting fields tended to be developed by individual users.

Empirical studies also show that many
users—from 10% to nearly 40%—engage in developing or modifying
products. This has been documented in the case of specific types of
industrial products and consumer products, and in large,
multi-industry studies of process innovation in Canada and the
Netherlands as well (table 1). When taken together, the findings
make it very clear that users are doing a lot of product
development and product modification in many fields.

Studies of innovating users (both
individuals and firms) show them to have the characteristics of
"lead users" (Urban and von Hippel, 1988, Herstatt and von Hippel,
1992, Olson and Bakke, 2001, Lilien et al., 2002). That is, they
are ahead of the majority of users in their populations with
respect to an important market trend, and they expect to gain
relatively high benefits from a solution of the needs they have
encountered there. The correlations found between innovation by
users and lead user status are highly significant, and the effects
are considerable (Franke and Shah, 2003, Lüthje et al., 2002 and
Morrison et al., 2000).

Since lead users are at the leading edge
of the market with respect to important market trends, one can
guess that many of the novel products they develop for their own
use will appeal to other users too and so might provide the basis
for products producers would wish to commercialize. This turns out
to be the case. A number of studies have shown that many of the
innovations reported by lead users are judged to be commercially
attractive and/or have actually been commercialized by
producers.

Research provides a firm grounding for
these empirical findings. The two defining characteristics of lead
users and the likelihood that they will develop new or modified
products have been found to be highly correlated (Morrison et al.,
2004). In addition, it has been found that the higher the intensity
of lead user characteristics displayed by an innovator, the greater
the commercial attractiveness of the innovation that that lead user
develops (Franke and von Hippel, 2003a). In figure 1, the increased
concentration of innovations toward the right indicates that the
likelihood of innovating is higher for users having higher lead
user index values. The rise in average innovation attractiveness as
one moves from left to right indicates that innovations developed
by lead users tend to be more commercially attractive. (Innovation
attractiveness is the sum of the novelty of the innovation and the
expected future generality of market demand.)

Why Many Users Want Custom Products

Why do so many users develop or modify
products for their own use? Users may innovate if and as they want
something that is not available on the market and are able and
willing to pay for its development. It is likely that many users do
not find what they want on the market. Meta-analysis of
market-segmentation studies suggests that users' needs for products
are highly heterogeneous in many fields (Franke and Reisinger,
2003).

Mass producers tend to follow a strategy
of developing products that are designed to meet the needs of a
large market segment well enough to induce purchase from and
capture significant profits from a large number of customers. When
users' needs are heterogeneous, this strategy of "a few sizes fit
all" will leave many users somewhat dissatisfied with the
commercial products on offer and probably will leave some users
seriously dissatisfied. In a study of a sample of users of the
security features of Apache web server software, Franke and von
Hippel (2003b) found that users had a very high heterogeneity of
need, and that many had a high willingness to pay to get precisely
what they wanted. 19% of the users sampled actually innovated to
tailor Apache more closely to their needs. Those who did were found
to be significantly more satisfied.

Users' Innovate-or-Buy Decisions

Even if many users want "exactly-right
products" and are willing and able to pay for their development, we
must understand why users often do this for themselves rather than
hire a custom producer to develop a special just-right product for
them. After all, custom producers specialize in developing products
for one or a few users. Since these firms are specialists, it is
possible that they could design and build custom products for
individual users or user firms faster, better, or cheaper than
users could do this for themselves. Despite this possibility,
several factors can drive users to innovate rather than buy. Both
in the case of user firms and that of individual user-innovators,
agency costs play a major role. In the case of individual
user-innovators, enjoyment of the innovation process can also be
important.

With respect to agency costs, consider
that when a user develops its own custom product that user can be
trusted to act in its own best interests. When a user hires a
producer to develop a custom product, the situation is more
complex. The user is then a principal that has hired the custom
producer to act as its agent. If the interests of the principal and
the agent are not the same, there will be agency costs. In general
terms, agency costs are 1. costs incurred to monitor the agent to
ensure that it (or he or she) follows the interests of the
principal, 2. the cost incurred by the agent to commit itself not
to act against the principal's interest (the "bonding cost"), and
3. costs associated with an outcome that does not fully serve the
interests of the principal (Jensen and Meckling, 1976). In the
specific instance of product and service development, a major
divergence of interests between user and custom producer does
exist: the user wants to get precisely what it needs, to the extent
that it can afford to do so. In contrast, the custom producer wants
to lower its development costs by incorporating solution elements
it already has or that it predicts others will want in the
future—even if by doing so it does not serve its present client's
needs as well as it could.

A user wants to preserve its need
specification because that specification is chosen to make that
user's overall solution quality as high as possible at the desired
price. For example, an individual user may specify a
mountain-climbing boot that will precisely fit his unique climbing
technique and allow him to climb Everest more easily. Any
deviations in boot design will require compensating modifications
in the climber's carefully practiced and deeply ingrained climbing
technique—a much more costly solution from the user's point of
view. A custom boot producer, in contrast, will have a strong
incentive to incorporate the materials and processes it has in
stock and expects to use in future even if this produces a boot
that is not precisely right for the present customer. For example,
the producer will not want to learn a new way to bond boot
components together even if that would produce the best custom
result for one client. The net result is that when one or a few
users want something special they will often get the best result by
innovating for themselves.

A model of the innovate-or-buy decision
(von Hippel, 2005) shows in a quantitative way that user firms with
unique needs (in other words, a market of one) will always be
better off developing new products for themselves. It also shows
that development by producers can be the most economical option
when n or more user firms want the same thing. However, when the
number of user firms wanting the same thing is between 1 and n,
producers may not find it profitable to develop a new product for
just a few users. In that case, more than one user may invest in
developing the same thing independently, owing to market failure.
This results in a waste of resources from the point of view of
social welfare. The problem can be addressed by new institutional
forms, such as the user innovation communities that will be
mentioned later.

It is important to note that an additional
incentive can drive individual user-innovators to innovate rather
than buy: they may value the process of innovating because of the
enjoyment or learning that it brings them. It might seem strange
that user-innovators can enjoy product development enough to want
to do it themselves—after all, producers pay their product
developers to do such work! On the other hand, it is also clear
that enjoyment of problem solving is a motivator for many
individual problem solvers in at least some fields. Consider for
example the millions of crossword-puzzle aficionados. Clearly, for
these individuals enjoyment of the problem-solving process rather
than the solution is the goal. One can easily test this by
attempting to offer a puzzle solver a completed puzzle—the very
output he or she is working so hard to create. One will very likely
be rejected with the rebuke that one should not spoil the fun.
Pleasure as a motivator can apply to the development of
commercially useful innovations as well. Studies of the motivations
of volunteer contributors of code to widely used software products
have shown that these individuals too are often strongly motivated
to innovate by the joy and learning they find in this work (Hertel
et al., 2003; Lakhani and Wolf, 2005).

Users' Low-Cost Innovation Niches

An exploration of the basic processes of
product and service development shows that users and producers tend
to develop different types of innovations. This is due in part to
information asymmetries: users and producers tend to know different
things. Product developers need two types of information in order
to succeed at their work: need and context-of-use information
(generated by users) and generic solution information (often
initially generated by producers specializing in a particular type
of solution). Bringing these two types of information together is
not easy. Both need information and solution information are often
very "sticky"—that is, costly to move from the site where the
information was generated to other sites (von Hippel, 1994). It
should be noted that the observation that information is often
sticky contravenes a central tendency in economic theorizing. Much
of the research on the special character of markets for
information, and the difficulty of appropriating benefit from
invention and innovation, has been based on the idea that
information can be transferred at very low cost. (Thus, Arrow
observes that "the cost of transmitting a given body of information
is frequently very low. . . In the absence of special legal
protection, the owner cannot, however, simply sell information on
the open market. Any one purchaser can destroy the monopoly, since
he can reproduce the information at little or no cost" (1962:
614-615).

When information is sticky, innovators
tend to rely largely on information they already have in stock. One
consequence of the resulting typical asymmetry between users and
producers is that users tend to develop innovations that are
functionally novel, requiring a great deal of user-need information
and use-context information for their development. In contrast,
producers tend to develop innovations that are improvements on
well-known needs and that require a rich understanding of solution
information for their development. Similarly, users tend to have
better information regarding ways to improve use-related activities
such as maintenance than do producers: they "learn by using"
(Rosenberg, 1982).

This sticky information effect is
quantitatively visible in studies of innovation. Riggs and von
Hippel (1994) studied the types of innovations made by users and
producers that improved the functioning of two major types of
scientific instruments. They found that users are significantly
more likely than producers to develop innovations that enabled the
instruments to do qualitatively new types of things for the first
time. In contrast, producers tended to develop innovations that
enabled users to do the same things they had been doing, but to do
them more conveniently or reliably (table 2). For example, users
were the first to modify the instruments to enable them to image
and analyze magnetic domains at sub-microscopic dimensions. In
contrast, producers were the first to computerize instrument
adjustments to improve ease of operation. Sensitivity, resolution,
and accuracy improvements fall somewhere in the middle, as the data
show. These types of improvements can be driven by users seeking to
do specific new things, or by producers applying their technical
expertise to improve the products along known general dimensions of
merit, such as accuracy.

The sticky information effect is
independent of Stigler's (1951) argument that the division of labor
is limited by the extent of the market. When profit expectations
are controlled, the impact of sticky information on the locus of
innovation is still strongly evident (Ogawa, 1998).

If we extend the information-asymmetry
argument one step further, we see that information stickiness
implies that information on hand will also differ among individual
users and producers. The information assets of some particular user
(or some particular producer) will be closest to what is required
to develop a particular innovation, and so the cost of developing
that innovation will be relatively low for that user or producer.
The net result is that user innovation activities will be
distributed across many users according to their information
endowments. With respect to innovation, one user is by no means a
perfect substitute for another.

Why Users Often Freely Reveal Their
Innovations

The social efficiency of a system in which
individual innovations are developed by individual users is
increased if users somehow pass on what they have developed to
others. Producer-innovators partially achieve this when they sell a
product or a service on the open market (partially because they
disseminate the product incorporating the innovation, but often not
all the information that others would need to fully understand and
replicate it). If user-innovators do not somehow also pass on what
they have done, multiple users with very similar needs will have to
independently develop very similar innovations—a poor use of
resources from the viewpoint of social welfare. Empirical research
shows that users often do achieve widespread diffusion by an
unexpected means: they often "freely reveal" what they have
developed. When we say that an innovator freely reveals information
about a product or service it has developed, we mean that all
intellectual property rights to that information are voluntarily
given up by the innovator, and all interested parties are given
access to it—the information becomes a public good (Harhoff et al.,
2003).

The empirical finding that users often
freely reveal their innovations has been a major surprise to
innovation researchers. On the face of it, if a user-innovator's
proprietary information has value to others, one would think that
the user would strive to prevent free diffusion rather than help
others to a free ride on what it has developed at private cost.
Nonetheless, it is now very clear that individual users and user
firms—and sometimes producers—often freely reveal detailed
information about their innovations.

The practices visible in "open source"
software development were important in bringing this phenomenon to
general awareness. In these projects it was clear policy that
project contributors would routinely and systematically freely
reveal code they had developed at private expense (Raymond, 1999).
However, free revealing of product innovations has a history that
began long before the advent of open source software. Allen, in his
1983 study of the eighteenth-century iron industry, was probably
the first to consider the phenomenon systematically. Later,
Nuvolari (2004) discussed free revealing in the early history of
mine pumping engines. Contemporary free revealing by users has been
documented by von Hippel and Finkelstein (1979) for medical
equipment, by Lim (2000) for semiconductor process equipment, by
Morrison, Roberts, and von Hippel (2000) for library information
systems, and by Franke and Shah (2003) for sporting equipment.
Henkel (2003) has documented free revealing among producers in the
case of embedded Linux software.

Innovators often freely reveal because it
is often the best or the only practical option available to them.
Hiding an innovation as a trade secret is unlikely to be successful
for long: too many generally know similar things, and some holders
of the "secret" information stand to lose little or nothing by
freely revealing what they know. Studies find that innovators in
many fields view patents as having only limited value (Harhoff et
al., 2003). Copyright protection and copyright licensing are
applicable only to "writings," such as books, graphic images, and
computer software.

Active efforts by innovators to freely
reveal—as opposed to sullen acceptance—are explicable because free
revealing can provide innovators with significant private benefits
as well as losses or risks of loss. Users who freely reveal what
they have done often find that others then improve or suggest
improvements to the innovation, to their mutual benefit (Raymond,
1999). Freely- revealing users also may benefit from enhancement of
reputation, from positive network effects due to increased
diffusion of their innovation, and from other factors. Being the
first to freely reveal a particular innovation can also enhance the
benefits received, and so there can actually be a rush to reveal,
much as scientists rush to publish in order to gain the benefits
associated with being the first to have made a particular
advance.

Innovation Communities

Innovation by users tends to be widely
distributed rather than concentrated among just a very few very
innovative users (table 3). As a result, it is important for
user-innovators to find ways to combine and leverage their efforts.
Users achieve this by engaging in many forms of cooperation.
Direct, informal user-to-user cooperation (assisting others to
innovate, answering questions, and so on) is common. Organized
cooperation is also common, with users joining together in networks
and communities that provide useful structures and tools for their
interactions and for the distribution of innovations. Innovation
communities can increase the speed and effectiveness with which
users and also producers can develop, test and diffuse their
innovations. They also can greatly increase the ease with which
innovators can build larger systems from interlinkable modules
created by community participants.

Free and open source software projects are
a relatively well-developed and very successful form of an
Internet-based innovation community. However, innovation
communities are by no means restricted to software or even to
information products, and they can play a major role in the
development of physical products. Franke and Shah (2003) have
documented the value that user- innovation communities can provide
to user-innovators developing physical products in the field of
sporting equipment. The analogy to open source innovation
communities is clear.

The collective or community effort to
provide a public good—which is what freely revealed innovations
are—has traditionally been explored in the literature on
"collective action". However, behaviors seen in extant innovation
communities fail to correspond to that literature at major points.
In essence, innovation communities appear to be more robust with
respect to recruiting and rewarding members than the literature
would predict. The reason for this appears to be that innovation
contributors obtain some private rewards that are not shared
equally by free riders (those who take without contributing). For
example, a product that a user-innovator develops and freely
reveals might be perfectly suited to that user-innovator's
requirements but less well suited to the requirements of free
riders. Innovation communities thus illustrate a
"private-collective" model of innovation incentive (von Hippel and
von Krogh, 2003).

Adapting Policy to User Innovation

Is innovation by users a "good thing"?
Welfare economists answer such a question by studying how a
phenomenon or a change affects social welfare. Henkel and von
Hippel (2005) explored the social welfare implications of user
innovation. They found that, relative to a world in which only
producers innovate, social welfare is very probably increased by
the presence of innovations freely revealed by users. This finding
implies that policy making should support user innovation, or at
least should ensure that legislation and regulations do not favor
producers at the expense of user-innovators.

The transitions required of policy making
to achieve neutrality with respect to user innovation vs. producer
innovation are significant. Consider the impact on open and
distributed innovation of past and current policy decisions.
Research done in the past 30 years has convinced many academics
that intellectual property law is sometimes or often not having its
intended effect. Intellectual property law was intended to increase
the amount of innovation investment. Instead, it now appears that
there are economies of scope in both patenting and copyright that
allow firms to use these forms of intellectual property law in ways
that are directly opposed to the intent of policy makers and to the
public welfare (Foray, 2004). Major firms can invest to develop
large portfolios of patents. They can then use these to create
"patent thickets"—dense networks of patent claims that give them
plausible grounds for threatening to sue across a wide range of
intellectual property. They may do this to prevent others from
introducing a superior innovation and/or to demand licenses from
weaker competitors on favorable terms (Shapiro, 2001; Bessen,
2003). Movie, publishing, and software firms can use large
collections of copyrighted work for a similar purpose (Benkler,
2002). In view of the distributed nature of innovation by users,
with each tending to create a relatively small amount of
intellectual property, users are likely to be disadvantaged by such
strategies.

It is also important to note that users
(and producers) tend to build prototypes of their innovations
economically by modifying products already available on the market
to serve a new purpose. Laws such as the (US) Digital Millennium
Copyright Act, intended to prevent consumers from illegally copying
protected works, also can have the unintended side effect of
preventing users from modifying products that they purchase
(Varian, 2002). Both fairness and social welfare considerations
suggest that innovation-related policies should be made neutral
with respect to the sources of innovation.

It may be that current impediments to user
innovation will be solved by legislation or by policy making.
However, beneficiaries of existing law and policy will predictably
resist change. Fortunately, a way to get around some of these
problems is in the hands of innovators themselves. Suppose many
innovators in a particular field decide to freely reveal what they
have developed, as they often have reason to do. In that case,
users can collectively create an information commons (a collection
of information freely available to all) containing substitutes for
some or a great deal of information now held as private
intellectual property. Then user-innovators can work around the
strictures of intellectual property law by simply using these
freely revealed substitutes (Lessig, 2001).

This pattern is occurring in the field of
software—and very visibly so. For many problems, user-innovators in
that field now have a choice between proprietary, closed software
provided by Microsoft and other firms and open-source software that
they can legally download from the Internet and legally modify as
they wish, to serve their own specific needs. It is also happening,
although less visibly, in the case of process equipment developed
by users for in-house use. Data from both Canada and the
Netherlands show that about 25% of such user-developed innovations
get voluntarily transferred to producers. A significant
fraction—about half—is transferred both unprotected by intellectual
property and without charge (Gault and von Hippel, 2009, de Jong
and von Hippel, 2009).

Policy making that levels the playing
field between users and producers will force more rapid change onto
producers but will by no means destroy them. Experience in fields
where open and distributed innovation processes are far advanced
show how producers can and do adapt. Some, for example, learn to
supply proprietary platform products that offer user-innovators a
framework upon which to develop and use their improvements
(Jeppesen, 2004).

Diffusion of user-developed innovations

Products, services, and processes
developed by users become more valuable to society if they are
somehow diffused to others that can also benefit from them. If user
innovations are not diffused, multiple users with very similar
needs will have to invest to (re)develop very similar innovations
which, as was noted earlier, would be a poor use of resources from
the social-welfare point of view. In the case of information
products, users have the possibility of largely or completely doing
without the services of producers. Open-source software projects
are object lessons that teach us that users can create, produce,
diffuse and provide user field support, update, and use complex
products by and for themselves in the context of user innovation
communities. In physical product fields, the situation is
different. Users can develop products. However, the economies of
scale associated with manufacturing and distributing physical
products give producers an advantage over "do-it-yourself" users in
those activities.

How can or should user innovations of
general interest be transferred to producers for large-scale
diffusion? We propose three general methods for accomplishing this.
First, producers can actively seek innovations developed by lead
users that can form the basis for a profitable commercial product.
Second, producers can draw innovating users into joint design
interactions by providing them with "toolkits for user innovation."
Third, users can become producers in order to widely diffuse their
innovations. We discuss each of these possibilities in turn.

To systematically find user-developed
innovations, producers must redesign their product development
processes. Currently, almost all producers think that their job is
to find a need and fill it rather than to sometimes find and
commercialize an innovation that lead users have already developed.
Accordingly, producers have set up market-research departments to
explore the needs of users in the target market,
product-development groups to think up suitable products to address
those needs, and so forth. In this type of product development
system, the needs and prototype solutions of lead users—if
encountered at all—are typically rejected as outliers of no
interest. Indeed, when lead users' innovations do enter a firm's
product line they typically arrive with a lag and by an
unconventional and unsystematic route. For example, a producer may
"discover" a lead user innovation only when the innovating user
firm contacts the producer with a proposal to produce its design in
volume to supply its own in-house needs. Or sales or service people
employed by a producer may spot a promising prototype during a
visit to a customer's site.

Modification of firms' innovation
processes to systematically search for and further develop
innovations created by lead users can provide producers with a
better interface to the innovation process as it actually works,
and so provide better performance. A natural experiment conducted
at 3M illustrates this possibility. Annual sales of lead user
product ideas generated by the average lead user project at 3M were
conservatively forecast by management to be more than 8 times the
sales forecast for new products developed in the traditional
manner—$146 million versus $18 million per year. In addition, lead
user projects were found to generate ideas for new product lines,
whereas traditional market-research methods were only found to
produce ideas for incremental improvements to existing product
lines. As a consequence, 3M divisions funding lead user project
ideas experienced their highest rate of major product line
generation in the past 50 years (Lilien et al., 2002).

Toolkits for user innovation custom design
involve partitioning product-development and service-development
projects into solution-information-intensive subtasks and
need-information-intensive subtasks. Need-intensive subtasks are
then assigned to users along with a kit of tools that enable them
to effectively execute the tasks assigned to them. In the case of
physical products, the designs that users create using a toolkit
are then transferred to producers for production (von Hippel and
Katz, 2002). Toolkits make innovation cheaper for users and also
lead to higher customer value. Thus, Franke and Piller (2004) in a
study of consumer wrist watches, found the willingness to pay for a
self-designed product was 200% of the willingness to pay for the
best-selling commercial product of the same technical quality. This
increased willingness to pay was due both to the increased value
provided by the self-developed product and the value ofthe
toolkit process for consumers engaging in it. (Schreier and Franke,
2004).

Producers that offer toolkits to their
customers can attract innovating users into a relationship with
their firms and so obtain an advantage with respect to producing
what the users develop. The custom semiconductor industry was an
early adopter of toolkits. In 2003, more than $15 billion worth of
semiconductors were produced that had been designed using this
approach (Thomke and von Hippel, 2002).

Innovations developed by users sometimes
achieve widespread dissemination when those users become
producers—setting up a firm to produce their innovative product(s)
for sale. Shah (2000) showed this pattern in sporting goods fields.
In the medical field, Lettl and Gemunden (2005) have shown a
pattern in which innovating users take on many of the
entrepreneurial functions needed to commercialize the new medical
products they have developed, but do not themselves abandon their
user roles. New work in this field is exploring the conditions
under which users will become entrepreneurs rather than transfer
their innovations to established firms (Hienerth, 2004; Shah and
Tripsas, 2004).

I summarize this overview article by
saying again that users' ability to innovate is improving radically
and rapidly as a result of the steadily improving quality of
computer software and hardware, improved access to easy-to-use
tools and components for innovation, and access to a
steadily-richer innovation commons. Today, user firms and even
individual hobbyists have access to sophisticated programming tools
for software and sophisticated CAD design tools for hardware and
electronics. These information-based tools can be run on a personal
computer, and they are rapidly coming down in price. As a
consequence, innovation by users will continue to grow even if the
degree of heterogeneity of need and willingness to invest in
obtaining a precisely-right product remains constant.

Equivalents of the innovation resources
described above have long been available to a few within
corporations. Senior designers at firms have long been supplied
with engineers and designers under their direct control, and with
the resources needed to quickly construct and test prototype
designs. The same is true in other fields, including automotive
design and clothing design: just think of the staffs of engineers
and model makers supplied so that top auto designers can quickly
realize and test their designs.

But if, as we have seen, the information
needed to innovate in important ways is widely distributed, the
traditional pattern of concentrating innovation-support resources
on a few individuals is hugely inefficient. High-cost resources for
innovation support cannot efficiently be allocated to "the right
people with the right information": it is very difficult to know
who these people may be before they develop an innovation that
turns out to have general value. When the cost of high-quality
resources for design and prototyping becomes very low (the trend we
have described), these resources can be diffused very widely, and
the allocation problem diminishes in significance. The net result
is a pattern in which development of product and service
innovations is increasingly shifting to users—a pattern that will
involve significant changes for both users and producers.
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Table 1. Studies of user innovation
frequency




	
Innovation Area


	
Number and type of users sampled


	
% developing and

building product

for own use





	
Industrial products





	
1. Printed Circuit CAD Software (a)


	
136 user firm attendees at a PC-CAD
conference


	
24.3%





	
2. Pipe Hanger Hardware (b)


	
Employees in 74 pipe hanger installation
firms


	
36%





	
3. Library Information Systems (c)


	
Employees in 102 Australian libraries using
computerized OPAC library information systems


	
26%





	
4. Medical Surgery Equipment (d)


	
261 surgeons working in university clinics in
Germany


	
22%





	
5. Apache OS server software security features
(e)


	
131 technically sophisticated Apache users
(webmasters)


	
19.1%





	
Consumer products





	
6. Outdoor consumer products (f)


	
153 recipients of mail order catalogs for
outdoor activity products for consumers


	
9.8%





	
7. "Extreme" sporting equipment (g)


	
197 members of 4 specialized sporting clubs in
4 "extreme" sports


	
37.8%





	
8. Mountain biking equipment (h)


	
291 mountain bikers in a geographic region
known to be an "innovation hot spot."


	
19.2%





	
Multi-industry process innovation
surveys





	
26. 'Advanced Manufacturing Technologies'
(i)


	
Canadian manufacturing plants in 9
Manufacturing Sectors (less food processing) in Canada, 1998
(population estimates based upon a sample of 4,200)


	
28% developed

26% modified





	
39. 'Advanced Manufacturing Technologies'
(j)


	
16,590 Canadian manufacturing establishments
that met the criteria of having at least $250,000 in revenues, and
at least 20 employees.


	
22% developed

21% modified





	
Any type of process innovation or process
modification (k)


	
Representative, cross-industry sample of 498
"high tech" Netherlands SMEs


	
41% developed only

34% modified only

54% developed and/or modified










Data Sources: a. Urban and von Hippel, 1988;
b. Herstatt and von Hippel,1992; c. Morrison et al., 2000; d.
Lüthje, 2003; e. Franke and von Hippel, 2003; f. Lüthje, 2004; g.
Franke and Shah, 2003; h. Lüthje et al., 2002; i. Arundel and
Sonntag, 1999; j. Gault and von Hippel, 2009; k. de Jong and von
Hippel, 2009.




Table 2. Source of innovations by nature of
improvement effected




	
Type of improvement provided by
innovation


	
Innovation developed by:





	
%User


	
User


	
Producer


	
Total





	
1. New functional capability


	
82%


	
14


	
3


	
17





	
2. Sensitivity, resolution or accuracy
improvement


	
48%


	
11


	
12


	
23





	
3. Convenience or reliability improvement


	
13%


	
3


	
21


	
24





	
Total


	
	
	
	
64










Source: Riggs and von Hippel, 1994.




Table 3. User innovation is widely
distributed: Few users developed more than one major commercialized
innovation




	
User samples


	
Number of innovations each user
developed:





	
1


	
2


	
3


	
6


	
na


	
sample (n)





	
Scientific Instrument users*


	
28


	
0


	
1


	
0


	
1


	
32





	
Scientific Instrument users**


	
20


	
1


	
0


	
1


	
0


	
28





	
Process equipment users***


	
19


	
1


	
0


	
0


	
8


	
29





	
Sports equipment users****


	
7


	
0


	
0


	
0


	
0


	
7










Table Source: von Hippel, 2005, table 7-1.

Data Sources:

* von Hippel, 1988, Appendix: GC, TEM, NMR
Innovations

** Riggs and von Hippel, Esca and AES

*** von Hippel, 1988, Appendix: Semiconductor
and pultrusion process equipment innovations.

**** Shah, 2000, Appendix A: skateboarding,
snowboarding and windsurfing innovations developed by users.





The Power of Creative Freedom: Lessons
from the MIT Media Lab

Frank Moss

MIT Media Lab

Over its 25-year history, the MIT Media
Lab has refined a unique research style that has resulted in some
of the most original thinking of the digital revolution. The secret
formula for this success–and for the Lab's continued ability to
"invent the future"–is a renegade research environment that not
only allows, but encourages, researchers to ask the questions that
no one else has thought to ask.

We are an organization that is constantly
reinventing itself with the most unconventional pairings of
disciplines and people. The idea is to bring together the brightest
people we can find–from a large number of disparate disciplines–to
figure out to how to change the world. Most important, we are
simply not afraid of being on the "lunatic fringe" or hitting a
dead end. That's because real innovation comes from fostering a
research culture where it is not only okay to fail, but where
failure is fully expected–and accepted–as part of the creative
process. Great ideas don't come from playing safe. They don't come
from thinking incrementally. Rather, they come from thinking about
things in a way that no else has. And this is the lesson that the
Lab offers to the world.

I believe that all organizations, both
for-profit and non-profit, can learn from the Lab's unique ethos as
long they are willing to take the risk of doing things a bit
differently.

Seeding Invention

Drawing on the Media Lab's example, if you
were to ask me where you might strengthen an organization's
innovation process, I'd say to begin by rethinking how you define
innovation. Too often, the early seeds of creativity are
undervalued. It is commonly accepted that innovation is the
successful implementation of creative ideas. But, as we at the
Media Lab have demonstrated, true innovation isn't about finding
new ways to put existing ideas into new practices. The process
needs to start much earlier, and be far more radical. It needs to
begin as "pre-innovation"–with crazy, revolutionary ideas that
become the fodder for society-changing technologies and
products.

Today, too many companies are weak on the
front end of the innovation cycle because they are not investing in
the seed corn—those hundreds of inventions that result from a
free-formed, undirected process. Think of the kind of innovation
that, in the past, came from Bell Labs, IBM, or Xerox PARC. These
companies made a conscious decision to invest heavily in seeding
new ideas; some would lead to products, but many more would not.
However, the entire organization was dedicated to pioneering new
ways of thinking about technology. Now, we're seeing more and more
organizations delegating "innovation" to smaller, elite teams of
creative thinkers who reside in a company's "innovation lab." This
is a model that does not take advantage of the power of creative
freedom. Innovation should be ubiquitous throughout an
organization. Ideas should organically sprout from all different
departments in such a way that there is no "wrong way" to think
about a problem, or "right way" to solve one.

Follow Your Passion

At the Media Lab, our mantra is "follow
your passion." We're not here to answer specific questions for our
sponsors or outside funding agencies, but rather to discover the
new questions that need to be asked–to focus on how digital
technology can help to transform our most basic notions of human
capabilities. Most important, we are here to foster a unique
culture of learning by doing. To do this, we have gathered some 25
research groups working "atelier style" to create the things that
conventional wisdom says can't–or shouldn't–be done. There are no
boundaries, only possibilities.

Reaching Across Traditional Disciplines

Central to the Media Lab culture is our
disregard for working within the straightjacket of traditional
academic disciplines. Here, for example, the Opera of the Future
research group, which is expanding the boundaries of music and
creativity, shares a lab with the Smart Cities group, which is
focused on designing tomorrow's sustainable cities. The Tangible
Media group, which focuses on tactile connections between the
physical and digital worlds, works alongside researchers in Viral
Communications who are exploring radical new concepts for networked
systems.

Research disciplines at the Lab range from
robotics, to neurobiology, to epistemology. And it is not unusual
for any single research project to draw from ongoing work in
several seemingly unrelated disciplines: the challenge is to find
the connections. Each research group is led by a faculty member or
research scientist who directs a team of graduate and undergraduate
students. (The undergraduates work at the Lab through MIT's
Undergraduate Research Opportunities Program.) All researchers also
work within one of the Lab's consortia, which are organized around
broad research themes rather than traditional disciplines. For
example, Things That Think, the Lab's largest consortium, joins
computer scientists with product designers, biomedical engineers,
and even architects to focus on inventing the future of digitally
augmented objects and environments.

The Lab's 25 research groups focus on more
specific areas, and address a broad scope of projects that range
from creating the next generation barcode (Camera Culture), to
developing communications systems with an understanding of their
content (Object-Based Media), to creating interfaces that allow
people to "grasp" and "manipulate" bits by coupling them with
everyday objects and architectural surfaces (Tangible Media).

One key feature of this approach involves
shunning the standard academic model of directed research. The
Lab's funding model gives all corporate sponsors access to all of
the Lab's intellectual property during their term of sponsorship,
license-fee free and royalty free. This further promotes the
intellectual openness and sharing that is essential to the way the
Lab functions. Each faculty member or student has total freedom to
stray from conventional research paths and collaborate with others
in entirely different areas. This way, the Lab becomes an
open-ended think tank, with access to cutting-edge research on a
wide variety of topics in many different fields.

Serendipity by Design

When you create the right research
culture, some of the best innovation happens through the most
serendipitous paths–"accidentally on purpose." For example: in the
1990s, the Lab's Physics and Media group began exploring the
interaction between the human body and electrical fields while
developing new sensors for a collaboration with world-renowned
cellist Yo-Yo Ma. This led to smart furniture that could "see" in
3D, and to the subsequent discovery of a way to send data through
the human body, which was incorporated into a Spirit Chair for
magicians Penn and Teller (who were appointed as visiting scholars
at the Lab). The device literally channeled a field through a
performer's body to control music.

One day, while watching Penn and Teller
demonstrate the Spirit Chair, a visiting executive from Lab sponsor
NEC got the idea that this same technology could be used for a
car-seat sensing device. Once its potential use was identified, the
Media Lab was instrumental in quickly demonstrating the product's
technical viability, and in helping to understand the physics of
the problem, as well as in helping with the project's engineering
design and rapid prototyping. The executive had a prototype
car-seat detector built at the Lab and demonstrated it to customers
within the same year. Soon afterward NEC announced the Passenger
Sensing System. Armed with this technology, the car's seat could
distinguish between a rear-facing or forward-facing baby, and could
signal an auto's airbag when–and more importantly when not–to
deploy, making it a potentially life-saving device for a baby
traveling in the front seat of an automobile.

Another example of how an open, creative
environment can bring about surprising results involves the Lab's
work in affective computing. The initial focus of this work was on
developing computers with "emotional intelligence" to detect user
frustration in human-machine interaction. Over time, it has grown
into two very important, yet totally different research areas:
devices used to detect and respond to a customer's level of
satisfaction, and tools to help detect and treat autism.

The potential for using affective
computing for customer service is significant. Currently, there is
no existing system to capture and analyze facial expressions in
real-time customer-service interactions and relate these to
business outcomes. But consider how important it is to a
customer-service oriented business, such as banking, to have
real-time techniques to assess the outward appearance of customer
interest, confusion, and other cognitive-affective states. This
capability could lead to fundamental new understanding of how to
improve customer experience in face-to-face interactions, at ATMs,
or through online banking services. This technology can also be
used for more accurate results from test marketing, where
participants are often less than honest when filling out surveys or
being interviewed. It can also help take voice emotion out of
consumer phone interactions, helping to diffuse difficult
interactions with a customer-service representative.

But this same technology also promises to
have an impact in helping people with autism. Specialized tools,
including novel, wearable physiological sensors and corresponding
software, can help individuals on the autism spectrum communicate
cognitive and emotional states, as well as help others–including
scientists, therapists, teachers, and caregivers–to better
understand those states.

Rethinking Traditional Research Boundaries

Linus Pauling once said, "The best way to
have a good idea is to have a lot of ideas." To my mind, no one
demonstrated this more than the late William J. Mitchell, former
dean of MIT's School of Architecture + Planning and head of the
Media Lab's Smart Cities research group. Bill, who sadly passed
away a few months ago, was an inspirational thinker and prolific
writer who challenged conventional concepts about sustainable
cities, design, and urban transportation by bringing together the
most unlikely team of researchers. His Smart Cities research group
continues to design the CityCar, a light-weight, electric, shared
vehicle that folds and stacks like a supermarket shopping cart and
would be placed at convenient locations throughout urban areas. The
CityCar project totally rethinks the design of an automobile, as it
has all essential mechanical systems housed in the car's wheels.
The car itself is amazing. But even more amazing is the fact that
the CityCar team does not include one researcher who had a
background in automobile design.

In addition to crossing traditional
disciplinary lines, innovation also involves breaking out of
conventional thinking about what kind of researchers should be
approaching a particular problem. What would have happened if we
had depended on typewriter companies to come up with word
processing? Or if we didn't look beyond landlines for the next
breakthrough in telephony?

Health care offers another good example.
At the Media Lab, engineers, scientists, and designers,
unencumbered by current industry and academic biases, are exploring
a myriad of health-related issues. With "out-of-the-box" thinking,
Lab researchers have already made major strides in developing new
"smart" prostheses for amputees, memory aids, and even an ingenious
new technology for analyzing and precisely controlling any neural
circuit, including those in the brain. This new work in
neuroengineering offers the possibility of controlling the firing
of specific neurons in the brain to within a millisecond, very
precisely targeting cells so that neighboring healthy cells remain
untouched. This work has implications for developing radically new
medical technologies to treat brain disorders such as Parkinson's
disease, or even blindness, and for changing mental and emotional
states, such as severe depression.

Lab researchers are also focusing on a new
area we call New Media Medicine, where we seek to shift the
health-care paradigm. We believe that to have a truly meaningful
impact on society, health must be approached in a far broader
context—a context in which an individual's physical, mental, and
social well-being are so closely integrated that they cannot be
distinguished. Toward this end, the Media Lab is designing new
platforms and applications that will become intimate yet
unobtrusive parts of a person's everyday life. These range from
next-generation smart phones and personal sensing networks to help
their users become more self-aware and understand how to adapt
better behaviors for healthier lifestyles, to technologies for
"personal collective intelligence," where people can contribute to,
and learn from, the collective knowledge and experience of their
peers. We are also developing digital tools for helping patients
become equal partners with their physicians–allowing them to share
and interpret their health information to positively change their
lives for the better.

Hard Fun

Many years ago, the Lab adopted its now
iconic motto of "demo or die." Another expression we use to
describe our unique culture is "imagine and realize." Our students
are constantly challenged to build, and build again, and then to
demonstrate their work at scale. We are a Lab of tinkerers. It
would not be unusual for a visitor to see a sewing machine or a
soldering iron sitting next to a state-of-the-art digital display.
One day a student is busily cutting out a cardboard model; the next
day that same student is writing complex code.

The Media Lab encourages all its
researchers never to abandon their child-like fascination with the
universe or their thrill of discovery. Not only do we stress the
importance of learning by doing, but also the importance of having
fun during the process.

In fact, one of the Media Lab's research
groups is called Lifelong Kindergarten. A great name, but an even
greater approach. Here, researchers develop new technologies that,
in the spirit of the blocks and finger-paint of kindergarten,
expand the range ofwhat people design, create, and invent–and
what they learn in the process. Their ultimate goal is a world full
of playfully creative people who are constantly inventing new
possibilities for themselves and their communities. One recent
innovation that has come out of the group is Scratch, a programming
language and online community that makes it easy to create
interactive stories, games, animations, and simulations–and share
these creations online. Scratch is designed to enhance the
technological fluency of young people (ages eight and up), helping
them learn to express themselves creatively with new technologies.
As they create and share Scratch projects, young people learn to
think creatively, reason systematically, and work collaboratively.
Available at no cost through the Internet, Scratch has reached a
broad, worldwide audience with more than 500,000 users who have
uploaded more than one million projects.

A Unique Physical Environment

In March 2010, the Media Lab expanded into
a spectacular new building designed by Fumihiko Maki, who like I.
M. Pei (designer of the original 1985 Media Lab building), is a
Pritzker Prize-winning architect. This new space is a model for how
physical space can be fully integrated with a research program and
serve not just as a place to work, but also as a catalyst for
creativity. The entire complex functions as an evolving research
platform, seamlessly connecting the real and virtual worlds.

The building offers new levels of
transparency, where all the researchers can view each other from
various vantage points, supporting the unfettered exchange of
ideas. The goal is a space that functions as a single, massively
interconnected unit, with seven labs facing one another across a
central atrium in a staggered configuration. Through a series of
interactive information displays placed throughout the Media Lab
complex, the Lab expands collaboration beyond our walls to
visitors, sponsors, colleagues, and the public at large. It
delivers on our unique vision of how to conduct society-changing
research—no boundaries, no walls—just a flow of interdisciplinary
ideas, and plenty of open space to invent just about anything.

Symbiosis

The Media Lab model offers enormous
freedom to pursue the most far-out research directions without
concern for the accepted conventional approach in either academia
or industry. At the same time, the Lab's close connections to the
corporate community (both through sponsor visits to the Lab and
faculty and student visits to sponsors' research facilities), help
keep research grounded in real-world concerns.

The Lab and its sponsors have a symbiotic
relationship: the Lab's open research approach enables companies to
ask questions they would not have otherwise asked. The goal is for
collaboration with the Media Lab to help widen the front end of a
company's R&D pipeline and spur innovative thinking about
entirely new directions. At the same time, the Lab's interaction
with industry helps it stay connected with real-world needs.

It is important to note that the Lab does
not focus on specific, technology-based projects for our sponsors,
but rather looks to create an environment for companies to improve
their own innovation processes. If a sponsor is using the Lab
correctly, it will come in looking for a single solution and walk
away with ideas that relate to five entirely different areas of
product development. The goal is to fuel the imagination–to
encourage thinking outside the box; for companies to become
visionary about their research direction.

This is not just academic theory; the
Media Lab has lived this for 25 years. Today the same Lab that
predicted the convergence of multimedia and technology, and paved
the way for the digital revolution in 1985, continues to break new
ground with society-changing advances. More than 80 spin-off
companies have come out of the Lab, and Lab-based commercial
products range from electronic ink (the basis of the Kindle), to
LEGO Mindstorms, to Guitar Hero. We have some 60 sponsors that
include a number of the largest and most prestigious companies in
the world, including Audi-Volkswagen, AOL, BT, BBVA, Bank of
America, Google, IBM, Intel, LEGO, Samsung, Sun Microsystems, and
Toshiba.

Making a Difference

For years, technologists digitized almost
everything, but transformed almost nothing. Now we are moving away
from merely building more sophisticated digital tools, and are
looking to create technologies that will be truly intelligent and
helpful participants in the world.

Like the Media Lab's past work, today's
research remains clearly focused on human experience. But more than
ever before, it emphasizes the strong link between business,
society, and the individual. A few examples of some current
projects that are "making a difference" include:

• HealthMap's Outbreaks Near Me iPhone and
Android application, which provides real-time disease outbreak
information.

• Mobility on Demand (MoD)
systems–lightweight, electric vehicles placed at electrical
charging stations strategically distributed throughout a city. MoD
systems provide mobility from transit stations to and from a final
destination. Three MoD vehicles have been developed: the CityCar,
RoboScooter, and GreenWheel bicycle.

• CollaboRhythm, a speech- and
touch-controlled collaborative interface that facilitates improved
doctor-patient interaction. Patients can actively engage with their
data, allowing for a more collaborative relationship with their
doctors.

• Konbit, a mobile phone-based system that
helps communities rebuild themselves by soliciting skill sets of
local residents. The system, which does not require participants to
be literate, indexes the skills of all those who phone in,
translates the responses to English, and makes them searchable by
NGOs via natural language processing and visualization
techniques.

• Sourcemap, a volunteer-driven,
social-networking Web application that presents easy-to-understand
map visualizations of the environmental impact of consumer
products—information that is almost never available to the
public.

• NETRA (Near-Eye Tool for Refractive
Assessment), a quick, simple, and inexpensive way for people in the
developing world to use mobile phones to give themselves eye exams.
A small plastic device–which currently can be produced for less
than US$2–is easily clipped onto a mobile phone screen. To use it,
one simply holds the device up to the eye, looks into it, and uses
the phone's keypad until two patterns overlap. This is repeated
several times per eye, with the patterns at different angles. The
whole process takes about two minutes, during which time software
loaded onto the phone provides the data needed to create a
prescription.

The Lab offers us all an outstanding model
for how much an organization can accomplish when it fosters an
environment where people can create at will, follow their passion,
and think beyond the boundaries set by conventional thinking. The
sky is the limit when no one tells you that "it can't be done." We
can invent our own future.




Noted Accomplishments from the MIT Media
Lab

E-ink, opening up the possibility of a one-book
library.

SixthSense, a gestural, pendant-like interface
that projects digital information onto any surface, and allows the
user to interact with that information using natural hand gestures.
It seamlessly integrates information with the user's physical
surroundings, making the entire world a computer.

Scratch, an open-source programming language
for kids that allows them to create their own interactive stories,
games, music, and animations for the Web.

CityCar, a shared, foldable, electric,
two-passenger vehicle for urban areas.

The world's first powered ankle-foot
prosthesis, an important advance for lower-limb amputees. The
device propels users forward using tendon-like springs and an
electric motor, reducing fatigue, improving balance, and providing
a more fluid gait.

Nexi, a social robot that possesses a novel
combination of mobility, moderate dexterity, and human-centric
communication and interaction abilities.

The world's first real-time, moving synthetic
hologram.

Bokode, a next-generation barcode that uses a
new optical solution for encoding information, allowing barcodes to
be shrunk to fewer than 3mm, read by ordinary cameras, and offer
different information from different angles.

Csound, a pioneering computer programming
language for transmitting music over the web. It is one of the most
widely used software sound systems.

The first Web-based, on-demand, personalized
electronic newspaper.

The first "programmable brick" that led to the
LEGO Mindstorms robotics kits, now used by millions of people
around the world.

The XO machine, known worldwide as the "$100
Laptop," which offers connectivity to children throughout the
developing world.

Sensors that can detect a user's actions by
measuring a body's influence on an electric field.

Audio Spotlight, that generates audible sound
that can be directed to one specific location.




The MIT Media Lab's Innovative Evolution

In 1985, MIT Professor Nicholas Negroponte and
former MIT President Jerome Wiesner co-founded the Media Lab, which
grew out of work of MIT's Architecture Machine Group.
Cross-disciplinary in nature, the Lab housed researchers in fields
ranging from holography, to documentary film making, to
epistemology and learning. Not only encouraged to think "at the
lunatic fringe," Lab researchers were also encouraged to build
prototypes of their ideas. Rather than the standard academic theme
of "publish or perish", the Lab's motto was "demo or die".

The physical environment of the Lab supported
this unconventional thinking. Housed in a building designed by
Pritzker Prize-winning architect I.M. Pei, the Lab pioneered the
concept of open computer gardens, with personal computing on every
desk and an eclectic range of ongoing projects on display.
Glass-fronted offices ringed the perimeter of each floor. One lab
would be full of LEGOs, while another contained the most
sophisticated equipment for holography. Lab visitors came not only
to see what Lab researchers did, but also how they did it.

The Lab's initial research focus was often
represented as a Venn diagram representing publishing, cinema, and
computers. From its first days, there was a focus on computing for
people during a time when no one was thinking in terms of
"user-friendly" machines or why our machines needed to be adapted
to human ways.

During its second decade, the Lab's research
foci morphed into a revised Venn diagram showing the convergence of
perceptual computing, learning and common sense, and information
and entertainment. The overlapping segments were labeled interact,
play, and express, and the Media Lab was shown in the center of
this convergence.

For the first time, the idea of user-friendly
was greatly expanded. The Lab extended its interests to focus more
broadly on pervasive, ubiquitous computing. The Lab began looking
at merging the virtual and physical worlds—initiating work to
integrate emerging digital technologies into everyday objects. The
Lab began to present such seemingly outlandish concepts as a
refrigerator that could tell you when you were low on milk, or a
car that could give you directions, or point out a good restaurant
that you'd pass on your way home. During this time, the Lab also
pioneered wearable computing–the idea that we could actually wear
our bits on our clothing or carry them in our bags. It also
conducted groundbreaking research in sociable and tangible media,
further enhancing individual and community expression and social
connection.

Now in our third decade, the Lab has added
human augmentation as a major research theme. At some point in our
lives, almost all of us will be marked by a fundamental disability,
from dementia, to the loss of a limb, to a debilitating disease
such as Parkinson's. Indeed, serious physical and mental challenges
are inherent to the human condition. But the Lab does not believe
that we need to accept the current definition of disability.
Instead we are asking, "What if, through the invention of novel
technologies, we could profoundly improve the quality of life for
those afflicted with physical, cognitive, or emotional
disabilities, while significantly reducing health-care costs? What
if natural ability was a baseline, and enhanced ability became the
norm?"





Creating Abundance through the
Application of a Discipline of Innovation
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I. The Innovation Economy

Innovation is the creation and delivery of
new customer value into the marketplace.1 It is the only path to growth,
prosperity, environmental sustainability, and security (Carlson and
Wilmot, 2006). Developed countries can no longer compete on the
basis of low-cost labor or access to capital, which flows freely
around the globe. They must provide an environment that promotes
continuous and efficient innovation. This is the only way for
developed countries to remain productive and competitive, with
increasing personal incomes and high levels of employment.

Today, many companies are doing poorly at
innovation. To thrive, companies need new innovation perspectives
and skills. They must embrace a broader, more comprehensive
understanding of their opportunities for creating customer value.
This broader understanding emphasizes the importance of continuous
value creation throughout all parts of the enterprise to remain
competitive. With such skills, the future can be seen correctly as
a period of abundance (Carlson and Wilmot, 2006: 22). Without them,
the future may be seen correctly as a period of scarcity.

Of course, innovation has always been the
driving force for progress and improved productivity (Ridley,
2010). What is different today is the intensity of the innovative
processes needed to sustain enterprises and national
competitiveness. Specifically, the innovation economy is
characterized by three main attributes (Carlson and Wilmot, 2006:
26; parts of this article were abstracted from Carlson and
Schaufeld, 2011).

Abundance of Opportunities: This is a time
of unprecedented opportunity. Almost every major field is
undergoing increasingly rapid technological development. Progress
is often at exponential rates, with improvements of 100% at the
same cost every 12 to 48 months (Kurzweil, 2005). The
Moore-Engelbart Law2 for
computers is the most famous example of this property. However,
rapid, exponential improvement is now seen in many other fields
too, as they become increasingly based on ideas and bits, not just
atoms and muscle. New ideas are the currency of the innovation
economy, and they are an abundant, unlimited resource.

These continuous, rapid improvements open
up one major opportunity after another. Whether in finance,
medicine, media, energy, consumer electronics, computing, or
communications, there has never been a better time for creating
major new innovations. It is potentially a time of great
prosperity—but only if we seize and address the innovation
challenge.

Consider, for example, access to financial
services. For most consumers, the knowledge needed to understand
and access the wide range of options available is daunting. But
increasingly there will be computer "assistants" to help customers
with these options. There are primitive versions of these computer
assistants available now on smart phones. But they will quickly
become impressively more "intelligent" and allow for a host of
convenient, instantaneous banking transactions.

Creation and Destruction of Companies:
While rapid, exponential progress creates great opportunities, it
also creates great challenges. A company that does not innovate at
the speed of its market and does not adapt to technological change
will decline. The decreasing life span of S&P 500 companies
indicates that fewer of them are keeping pace with change (Foster
and Kaplan, 2001). "Lifetime employment" has become a distant,
quaint idea in many parts of the world.3 If history is a guide, new players will
arise who understand these opportunities and move rapidly to
displace today's leaders. One example is what is happening to
bookstore retailers. Online retailers, such as Amazon.com and
Kindle-like digital readers, are replacing them. A similar fate
awaits video rental companies such as Blockbuster, which is now
contemplating bankruptcy, as their brick-and-mortar store advantage
almost literally turns to dust before their eyes. Will this happen
to conventional banking too? There are already many companies, such
as PayPal, working to remove conventional banks from transactional
processes.4

At the same time, the opportunity to
create world-leading companies has never been greater. Google was
started little more than 10 years ago by two students with an idea.
At this point it is a $144B company that dominates its industry.
AOL, Yahoo, eBay, and Amazon all had similar origins. In fact, it
can reasonably be said that the "old" industries of media, banking,
pharmaceuticals, education, energy, and many others, are all
destined to follow the well-known path of creative destruction and
then re-emerge as new, major industries.

Intense Global Competition: The world is
now deeply integrated, and competition is increasing at an
unprecedented rate. Almost every significant business must now
think and act globally in our "flat world," where ideas and money
travel at the speed of light (Friedman, 2005). Countries like India
and China are rapidly moving past low-cost labor alone as a
competitive advantage, because they can leverage the entire world's
knowledge. They can bring proven business ideas and technologies
into their countries and adapt them for regional markets. It is
possible to argue that China is now the leading innovation country
in the world. China is taking established businesses from the West,
modifying them to fit the Chinese ecosystem and, at the same time,
developing new products, services, and models of production. In
2010 China passed Japan in GDP (Hosaka, 2010) and it is now the
world's largest and fastest growing automotive market.5

Consider also that based on its population
alone, China has the potential for more "honor students" than
America has students.6 It is
perhaps not surprising that China and India together annually
produce more than 10 times as many science and engineering
graduates as the United States. Although the quality of America's
graduates still puts the United States ahead, this advantage may
not last long (Wadhwa, 2005). In India and China, a fervent desire
for education along with prodigious work ethics and cultures of
entrepreneurism create a strong basis for rapid progress.

At the same time, we should be cautious
about predicting China's long-term prospects, since we have neither
full access to information about their economy nor the ability to
predict the future path of their political system (Friedman, 2009).
India, with all its promise, must address daunting infrastructure,
environmental, and governance issues (Kapor, 2010). But clearly,
increased levels of global competition have emerged. Imagine what
global competition would be like if the nearly four billion people
now living in poverty across India, China, and the other developing
countries fully join the world's economy and add their ideas,
energy, and innovative genius.

Other Issues: The innovation economy has
other special challenges. Environmental costs are increasing.
Additionally, the cost of fighting terrorism is unabated, taking
resources away from other activities. It is impossible to
anticipate what future terrorist events might do to open societies,
from the loss of personal freedoms to restrictions on business
interactions. In 2010, the world is emerging from a period of
financial chaos, but it is still not clear whether institutional
changes made in response to the crisis will help or hinder future
growth.7

Finally, there are major demographic
shifts occurring around the world whose consequences are not fully
understood. For example, in Germany, France, Italy, Japan, Korea,
Singapore, and many other developed countries, indigenous
populations are declining by 25% to 50% in each successive
generation.8 This is also true in
China because of their one-child policy. In the future, without
effective immigration policies, there may be many fewer workers in
these countries to support the costly social services required for
increasingly older populations.

For all these reasons, to thrive we must
significantly improve our success rate in all forms of innovation.
It is the only factor that significantly counteracts these rapidly
increasing costs and other complex challenges. For executives in
companies, the innovation economy forces management to increasingly
shift its focus from gradual improvement of current assets to the
creation of new, high-value products and services. The daunting
rate of change of both technologies and markets demands this shift
in emphasis.

II. The Opportunity to Improve Performance

Considerable attention is being given to
the topic of innovation. A Google search query on "innovation"
produces more than 100 million results. The concept has become a
source of theory, research, scholarly writing, and endless
discussion in the press. There is a litany of consultants,
publications, and public conversation about the virtues of
innovation as a strategy. In the U.S., the government has
established a new National Council on Innovation and
Entrepreneurship.9

But something is still missing. Michael
Mandel, chief economist at Bloomberg Business Week, wonders why,
with our wide array of nanotechnology, biotechnology, robotics,
artificial intelligence, and other technologies, we are not seeing
more marketplace impact (Mandel, 2009). He further asks why we
don't have better tools for quantifying progress. We have output
measures, such as the number of initial public offerings (IPOs),
stock price, corporate growth, and market share. He argues that
these measures fall short because they do not measure either
innovative capacity or efficiency. Measuring the number of patents
or publications has not proven to be particularly effective.

Marketplace output is the only true
measure of innovative effectiveness. However, innovative progress,
capacity, and efficiency can be measured using the "artifacts" of
innovation, such as the core concepts and processes to be described
shortly. Innovation will be faster and more successful once these
core concepts are widely understood and applied.

Poor Innovative Performance: The lifetimes
of the largest companies in America are decreasing rapidly. At the
turn of the 20th century, a large company would continue to be
included in the S&P 500 index of large-cap American stocks for
more than 75 years before it was bought or went away. Today, the
lifespan of this elite group of companies is, on the average, down
to less than 20 years (Foster and Kaplan, 2001; Carlson and Wilmot,
2006: 34). These companies, with all their advantages, are not
keeping pace. They are like dinosaurs whose bulk, once an
advantage, has become a disadvantage since it fatally slows down
their ability to adapt. Today, it takes different processes and
corporate architectures to survive.

Consider also the success rate of new
products in the retail grocery industry, which is only 20 to 30%
(Stone, 2008). Do they fail because of bad technology or from lack
of clever ideas? No. They fail because customers do not want them.
Even in Silicon Valley, by far the world's leading new venture
creation region, only one out of seven or ten new companies has
real success. In what other activity would this be seen as good
performance?

Example after example can be given for
innovative failure. This quote is indicative of the problem: "If
you ask a CEO whether the world is moving faster and whether they
need to innovate faster, they will say yes. But if you ask an
employee in that company to describe their innovation system, you
get blank looks. They have none" (Carlson and Wilmot, 2006). My
organization, SRI International, has worked with hundreds of
companies and organizations, and that is also our observation. Most
organizations do not have comprehensive innovation systems or
processes. If the professionals in a company cannot describe the
company's innovation processes, there clearly are none.

University technology transfer programs
are also often considered to be disappointing in generating value
from their intellectual property (Mitchell). Much of it lies
fallow. Universities are, of course, not designed to create
innovations. Their mission is education and the generation of new
knowledge. Nevertheless, universities have built into their
technology transfer programs an important flaw. If there is one
thing we know about innovation, it is that "technology push" does
not work. Rather, the goal should always be "market pull."
University technology transfer initiatives are mostly technology
push. If these programs are to be improved, they must reverse this
approach and create incubators that focus on "value creation"— that
is, formally and systematically connecting market needs with new
solutions.

The amount of waste these failures
represent is enormous. Today's low output of innovations is
analogous to the low quality and high cost of products in the
1950s. Imagine if we performed just a few percent better every year
in our innovative ability. Over time, the positive impact of these
improvements on companies and national economies would be
enormous.

III. Value—Not Only Cost and Quality

Given these dynamics of the innovation
economy, are companies and their workforces fully preparing to
compete? Enterprises that do not strengthen and broaden their
innovation processes will fail. On the other hand, individuals who
master such skills will be uniquely valuable. To gain a perspective
on the potential of the innovation economy for improvement, it is
useful to look at an example from a previous economic period that
illustrates the enormous improvements possible when people work in
more productive ways.

In the 1960s and 1970s, America lost its
lead as producer of quality products to Japan. After World War II,
a "Made in Japan" label implied cheaply made goods. Japanese
companies were determined to eliminate that perception. They
accomplished this by embracing the Total Quality Management (TQM)
movement, as pioneered by W. Edwards Deming (1986) and Toyota's
Taiichi Ohno (1988). These innovators proved that by working in a
new, more productive way based on fundamental improvement
principles, companies could dramatically increase quality and
dramatically reduce costs. Using Ohno's lean manufacturing
innovations, Toyota became the world's leader in automotive quality
and eventually the world's number one car company. 10

At first, the US and other developed
countries ignored Japan's revolutionary new way of working,
believing that high quality came at a high cost. The idea that the
rigorous application of a small number of fundamental,
continuous-improvement concepts would dramatically improve both
quality and cost seemed unreasonable. As a result, over the ensuing
years many American companies and hundreds of thousands of jobs
disappeared. Many books and articles were written during this
period about the end of the "American era" (Dowd, 2007; Vogel,
1979). After suffering substantial commercial and social pain,
America eventually adopted these profoundly more productive ways of
working, as did the rest of the world. Now, every significant
manufacturing company uses some version of TQM
continuous-improvement principles.

This approach has been so effective that
today, low cost and high quality are the entrance requirements for
most new products. Now companies must increasingly move to a
broader definition of customer value. The innovation economy
demands high quality and low cost, but it also requires that we
deliver new products and services with more convenience, features,
personalization, design, and user control, among many other ways to
create additional customer value. It also demands that we take the
same approach to the other aspects of the enterprise:
manufacturing, distribution, marketing, human resources, financial
systems, legal services, and information technology.

IV. The Way We Work Is the Most Important
Innovation11

Can we, like Deming and Ohno, achieve
dramatically better results by developing and using more productive
ways of working? At SRI we strongly believe this is possible
through the comprehensive application of the fundamentals of
innovation, which are not widely known or applied today. Although
interest in the topic of innovation is great, the field of
innovation concepts and best practices is still in its infancy. It
is like the discipline of TQM before Deming and Ohno codified and
popularized the core ideas (Shewhart, 1931).

To test the maturity of innovation
understanding, ask seasoned executives for the definition of
innovation. You will typically be told that it is about creativity,
teamwork, intellectual property, novel ideas, or entrepreneurship.
These definitions are incomplete and lead to confusion and
inefficiency. Every enterprise requires a comprehensive "innovation
playbook," and few have one today.

A complete definition for innovation is:
"The creation and delivery of new customer value in the
marketplace. Innovations are sustainable only if they provide
sufficient enterprise value to allow for their continued
production."12 A product or
service may be clever or creative, but unless customers in the
marketplace use it, it is not an innovation. As a dramatic example,
consider that the US Patent Office has so far issued more than
4,000 patents for mousetraps (Hope, 1996). Yet only about 20 of
those thousands of patents have ever made money.13 The others may represent clever, creative
ideas but they are not innovations. Unless an enterprise obtains
sufficient value for producing the product or service, it rapidly
disappears and ceases to be an innovation.14

Innovations can be small and transitory,
like Motorola's flat RAZR phone, or large and long-lasting, like
Thomas Edison's light bulb, or the computer mouse with interactive
computing developed by Douglas Engelbart (Nielson,
2006)15 or the Internet. Whatever
the size of an innovation, individually or cumulatively, it is
possible that over time the accumulation of innovations can create
enormous new customer value.

Consider Ford's Model-T compared to
today's automobiles. Both are still means of transportation, but
today's automobiles include a tremendous number of both small and
large innovations. It took many tens of thousands of small
innovations to achieve the remarkable quality, durability, and
reliability of today's automobiles. In addition, today's
automobiles can include many major innovations, such as air
conditioning, AM-FM-satellite radio, airbags, seatbelts, GPS-guided
navigation systems, communication systems,16 and pollution controls. And, unlike the
Model-T, which came only in black, the choices now include a
rainbow of colors.

Outputs, Not Just Inputs: It is important
to focus efforts on outputs—innovations—and not confuse them with
inputs. Concepts like entrepreneurship, creativity, collaboration,
intellectual property, and business skills are all inputs that can
lead to new innovations. The goal is not entrepreneurship per se
(the set of skills, attitudes, and behaviors that can help a person
be more successful at innovation), it is innovation itself.

Using the wrong words to describe
innovation can cause confusion, limit success, and discourage
people from participating fully. For example, after I gave a talk
on innovation to a large group of academics, a department head of
mechanical engineering said to me, "That talk changed my life "
(Carlson, 2008). When asked why, he said, "Because I have been
asked to teach entrepreneurship, and I don't feel like an
entrepreneur—that is not who I am; it is not my identity. Teaching
entrepreneurship has always made me feel uncomfortable. But I am
passionate about innovation. That is why I obtained my Ph.D.,
became a professor, and agreed to be a department head. It is also
why I love teaching students, so that they can become innovators
and make positive contributions too. Now I realize that I can teach
these courses with enthusiasm using the new understanding you gave
us today." This attitude is very common among technical
professionals, whether in a university, a company, or
government.

Innovative Understanding: Many thousands
of executives, technical managers, academics, and government
officials from around the world have come to SRI International's
headquarters in Menlo Park, California, to participate in a program
called the SRI Five Disciplines of Innovation™.17 The program begins by asking participants
to write answers to a series of questions, including "What are the
definitions of innovation, customer value, and a value
proposition?" These are among the most basic concepts in any
business. Remarkably, only about 20% of the participants can
reasonably answer these questions when the program begins. By not
having a common, accurate language for the most basic concepts of
innovation, their strategic decisions and day-to-day interactions
are often confused and inefficient. Clearly, these basic ideas are
not widely taught or understood.18

Fundamentals of Innovation: Many authors
have contributed excellent ideas about how to think about and
improve innovative success (Drucker, 1993; Christiansen, 1997;
Moore, 2002, and Porter, 1998). Important concepts include
"crossing the chasm," "open innovation", "industrial clusters", and
many more. These concepts, however, are best applied after the
fundamentals of innovation are in place. In the book, Innovation:
The Five Disciplines for Creating What Customers Want, a family of
fundamental "disciplines" are described, which are used by SRI and
many of its partners (Carlson and Wilmot, 2006: 20). SRI's five
disciplines are:

1. Important customer and market needs

2. Value creation

3. Innovation champions

4. Innovation teams

5. Organizational alignment

Each of these disciplines describes a set
of concepts and best practices that increase the probability of
innovative success. These disciplines have proven to work through
extensive application and experimentation over many
decades.19 They provide a focus
on customers' needs, both internal and external, and they offer a
common language, concepts, tools, and processes for rapidly
amplifying the process of value creation. SRI believes that these
five disciplines are effectively multiplicative. If an enterprise
rates a "zero" in any one, the probability of success is also
effectively zero. If several are implemented poorly, then the
enterprise's innovative potential is significantly reduced.

Value Creation: It is not possible to
describe all five disciplines here. Rather, this section describes
elements of "value creation" to illustrate several basic
principles. The section entitled "Case Study—SRI's Journey" will
briefly describe the other four disciplines and their
application.

Developing a new innovation is not an
event; it is a process that requires the creation of new
knowledge—value creation. It is a process, as illustrated in Figure
1, where new knowledge at A is applied to address a customer need
at B to create a new product or service. From B to C the enterprise
generates profit, but eventually the product or service becomes
obsolete and the value creation process must be repeated.

All innovations require connecting A to B.
This process is very hard and it takes great skill, effort, and
considerable time to develop a compelling, high-value solution.
Often this process is called the "Valley of Death" because it is so
difficult to understand and navigate (Taylor et al., 2008). At
every step, the most efficient and effective practices should be
used.

Because connecting A to B is common to all
innovations, any advance that makes the process faster and more
successful is itself a major innovation—a meta-innovation. It is
for this reason that we say, "The way we work is the most important
innovation." Below are several examples of concepts, tools, and
processes that greatly increase innovative efficiency and the
likelihood of success.

Value Propositions: Developing a new
innovation starts by answering four fundamental questions, which
define the proposed innovation's value proposition:

1. What is the important customer and
market Need, not one that is just interesting to you?

2. What is the unique, compelling new
Approach to address this need?

3. What are the specific, quantitative
Benefits per cost (i.e., customer value20) of that approach?

4. Why are those benefits per cost
superior to the Competition and alternatives?

These four questions define what SRI calls
an "NABC Value Proposition" (i.e., Need, Approach, Benefits per
costs, and Competition, Carlson and Wilmot, 2006: 85). Every new
innovation must answer at least these four questions: they are the
absolute minimum for any proposed new innovation. Focusing on these
four questions, rather than starting by trying to write a 300-page
report, saves enormous amounts of time because in the beginning
little is known about the customer or the market; seldom have the
best ideas and partners for the approach been identified; and
typically little is known about the competition and alternatives to
the new idea. Thus, there can be little to no understanding of the
possible benefits per costs.

Hypothesis-Driven Innovation: A value
proposition is begun with an initial hypothesis. This can be an
observation about a market trend, or a paradigm shift in
technology, or any number of other insights. This is the proverbial
"light bulb" switching on. But no matter how clever a flash of
insight, it must be expected that this first hypothesis will be
wrong. Indeed, if it is a significant new innovation, the final
product or service will be very different from what was imagined at
the beginning.

SRI has found that none of its major
innovations ended up where they started.21 If it is a major new innovation, the
reason for this, as has just been stated, is that so little is
known at the start. Rather, a hypothesisis made, data is
gathered and synthesized, a new hypothesis is developed, and then
more data is gathered and synthesized to create still another
hypothesis. This iterative process continues until there are solid
answers for all elements of the value proposition. It takes
unrelenting iteration to get to a reasonably good, quantitative
value proposition. In essence, would-be innovators should, "fail
fast and fail often to succeed early."22 New iterations should be daily or weekly
at the start.

The NABC method focuses innovators on the
most fundamental questions first, which are very hard to answer. It
saves enormous time and effort that, unfortunately, is often spent
by untrained, would-be innovators on useless activities. Once the
NABC Value Proposition is developed, one can move forward, and
efficiently create a more detailed innovation plan. The NABC
approach applies to all functions in an enterprise, whether in
R&D, finance, HR, branding, or new product development. That is
because if you have customers, whether outside or inside the
enterprise, you can always create more value for them. Even for the
most basic research, one should be able to answer these four basic
questions.23 Only after these
four questions are answered can a more complete innovation plan be
efficiently developed.

"Big-A" presentations: If you hear many
presentations, you are probably frustrated by how difficult it is
to understand whether they are describing anything of importance.
Mostly they are focused on their "approach" with little useful
information about the market, customers, and competition. They
proclaim that the market is huge, people will love the product, and
that there are no competitors or alternatives—ever. But there is
always competition. We call these "Big-A" presentations, as in
nAbc. They are all about the approach—i.e., the person's great new
idea. To a potential funder or partner, Big-A presentations have
essentially no value. All four questions—NABC—must be compellingly,
quantitatively answered to have a meaningful conversation about the
potential value of a new idea. Big-A presentations create enormous
confusion and inefficiency—waste.

Value Creation Forums: An important
process for speeding up value creation and avoiding Big-A
presentations is to tap into the "genius of the team". At SRI,
these meetings are called Value Creation Forums. 24 The objective is to rapidly improve
innovative ideas and to create compelling Value Propositions. Two
guiding principles make the meetings most productive. First,
everyone stands up and presents: no bench-sitters allowed. Each
person gives an NABC Value Proposition about their important
project.25 They present for five
to ten minutes and, when time is up, they must stop. The
presentations are short so that the presenters focus on the
fundamentals, which are very hard to answer. Second, the
presenter's teammates then critique the presentation to reinforce
what worked and suggest how it can be improved.26 The presenter listens carefully without
responding to the input: corrections can be made later to save the
group's time.27 This approach has
proven effective in corporate, academic, and governmental settings
because they all require that the fundamentals of an NABC Value
Proposition be addressed for every new initiative.

Experience shows that after three or four
Value Creation Forums, with a partner helping in between Value
Creation Forums, the improvements made are impressive. Note,
however, that if the innovation is significant, many dozens of
meetings are required before the answers needed are obtained. Value
Creation Forums allow for the rapid sharing of ideas while allowing
each participant to be a role model for their teammates. In
addition, these meetings tap into participant's natural
competitiveness, which incentivizes them to rapidly improve each
presentation.

Why a Playbook? Innovation concepts and
best practices constitute a "playbook" for employees.28 Without a playbook it is almost impossible
to systematically succeed. Consider, as an analogy, football or
soccer players and their playbooks. No professional team can win
without them. They describe a set of specific plays, what each
football player will do, and how each player will coordinate their
efforts with their teammates as the play unfolds. These plays are
practiced over and over until everyone fully understands them and
they can be precisely executed. Professional coaches help the
players understand the plays and apply "best practices" to speed up
learning. Of course the playbook will change depending on the
players available, the competition, and the environmental
conditions. Once the game starts, the players must adapt and modify
their plays in response to what the competition does. In addition,
there are broken plays and it is often necessary to improvise. But
because they have practiced diligently over many years, players
have a portfolio of possible "improvisations" that are understood
by their teammates and that have a reasonable chance for success in
different situations.

Most people do not think about innovation
this way, but having a playbook focuses everyone's efforts, keeps
the team moving in the right direction, and coordinates the team's
efforts. Innovation is very much a "contact" team sport, where
players must execute their roles professionally and efficiently.
And, yes, every new innovation's competition is on the move too,
and an innovation team must continuously adapt and improvise. But
if the team is prepared and open to adaptation, it is much more
likely that the changes needed to succeed will occur. Very few
organizations use a comprehensive playbook of innovation concepts
and best practices, but the ones that do are often impressive.
29 These practices represent a
major source of competitive advantage for such companies.

An Innovation Laboratory: With its
industry, academic, and government partners, SRI has been
responsible for numerous world-changing innovations, which have
created many tens of billions of dollars of new economic
value.30 SRI has been studying
the best innovators around the world, teaming with them on
projects, and inventing new innovation concepts and best
practices.

SRI is unique in that it is both a major
innovation practitioner and an "innovation best practices
laboratory", where the concepts listed above have been developed
and tested with thousands of colleagues, both inside and outside of
SRI. SRI has discarded practices that are ineffective and kept
those that work. Most of the ideas tried were not effective because
they were either too complex or not valuable to staff. They may
have sounded good in an academic setting, but when applied by
professionals working to solve real-world problems, they were not.
Over and over, SRI has learned that it isthe core,
fundamental concepts that make thebiggest difference in terms
of sustained innovative success. SRI has also discovered, by
working with dozens of leading companies around the world, that few
enterprises even try to seriously apply them. The concepts seem
easy to understand, but that does not mean they are; they are not.
They can only be understood through thoughtful, vigorous, and
steadfast application.

Changing Role of Management: The
innovation economy requires that management redefine elements of
their jobs. Consider first, as an extreme case, Henry Ford. His
initial management approach was severely top-down. He wanted to
make essentially all significant decisions about his company. He
even had detectives monitoring his managers; and if any of them
deviated from his orders, they were fired.31 Consider as another extreme example,
academic management, which is in many ways still all bottom-up,
controlled by tenured faculty (Garrett and Davies, 2010). Academic
management is rightly acknowledged to be an extremely difficult,
often frustratingtask.32

The advantage of top-down management is
that decisions can be made quickly. The advantage of bottom-up
management is that it allows for a multiplicity of new ideas. But
neither is ideal. In the innovation economy all top-down is
increasingly uninformed and all bottom-up is increasingly
irrelevant. Finding the "sweet spot"—the right balance between top-
down and bottom-up—has always been a difficult task (Brafman and
Beckstrom, 2006). But, as a rule, the sweet spot for management
influence has been moving down in the organization because of the
rapidly changing dynamics of the innovation economy.33 Only front-line employees are in daily
contact with customers, markets, and technologies and are able to
rapidly make accurate decisions. By contrast, senior managers who
have worked their way up the corporate ladder are mostly familiar
with a previous time's customer needs, market dynamics,
competitors, and technologies. Consider that only 20 years ago, the
World Wide Web was just beginning as was 2G mobile communications.
Over this 20-year period, computing power has improved by roughly
ten thousand times at the same price. Applications like Google,
Facebook, and Craigslist were almost unimaginable just a few short
decades ago.

In the innovation economy Henry Ford's
style of management is increasingly archaic because one person
cannot possibly learn enough, fast enough about customers, markets,
competition, and technology. It is not smart enough.

Just as top-down alone is increasingly out
of date, so is all bottom-up. There are exceptions, but many of the
most important opportunities today require multidisciplinary teams
to create meaningful solutions. The apparent paradox for many
managers is how to create an enterprise where there is sufficient
freedom for invention, yet enough structure to capture the ideas
generated and turn them into valuable innovations. Letting staff go
off in a hundred different directions does not produce value; it
produces organizational chaos. Programs that emphasize "inspiration
rooms"34 or "innovation centers,"
or the trappings of creativity, such as pool tables, funny hats,
play dough, and LEGO blocks, are often, by themselves,
misguided.

At the other extreme, in the innovation
economy, academia's style of management is also increasingly
archaic because it does not support collaboration within a
disciplined innovation structure. It is not smart enough
either.

What is required is an organizational
architecture, like the one described below, for the disciplined
incubation of new high-value innovations. It requires new
organizational structures that better exploit the best features of
top-down and bottom-up. These new innovation structures complement
the more traditional structures, such as TQM and stage-gate
management systems, which remain effective for incremental
innovations.35 But TQM or
stage-gate structures alone are inadequate.

Benefits for Employees: Innovation skills
are important to a company's staff. People with the ability to
innovate are among the rarest people in the world: they are always
in demand. Experience shows that when professionals gain these
innovative skills, they become more successful while helping their
enterprises to be more successful. The quality of their R&D and
innovation initiatives improves; their ability for productive
collaboration with colleagues and partners increases; and a
conceptual framework is created for more rapid learning and
continuous improvement. Having these skills allows for greater
career achievement and professional growth, which means that
enterprises supporting this kind of environment are preferred by
the best employees.

V. Case Study—The SRI Journey

The ideas described above have had a
transformational effect on SRI, which has had a storied history in
Silicon Valley. Stanford University's creation of SRI 65 years ago
was one of the seminal events in the early formation of Silicon
Valley, along with Hewlett-Packard. Most professionals probably use
several SRI innovations every day, whether it is the computer
mouse, multiple computer windows, high-definition television,
electronic banking, computerized speech recognition (through Nuance
Communications), automated mail sorting, and minimally invasive
surgery (through Intuitive Surgical).

SRI is an innovation enterprise: that's
all it does. SRI has worked in nearly half the countries in the
world and in all major technological areas. SRI has pioneered
management concepts now invoked widely, such as "SWOT" analysis and
"open innovation". Since its founding, all of SRI's major
initiatives have been based on open innovation, because they were
all completed with great partners. In spite of these enormous
achievements, by 2000 SRI had stopped growing. The innovation
concepts and best practices SRI had pioneered up to that point were
no longer enough. With the emergence of the innovation economy
around that same year, a more comprehensive innovative approach was
required. That was the year SRI began to rigorously apply the Five
Disciplines of Innovation.36

Since 2000, SRI has had a dramatic
turnaround with double-digit growth, a cadre of staff doing R&D
to solve more important problems, and a much more valuable venture
and licensing pipeline. In 2010 alone, SRI had a major cancer drug
approved by the US Food and Drug Administration for T-cell
lymphoma, a terrible cancer for which there was previously no good
therapeutic. In addition, one of SRI's spin-off companies, Siri,
was bought at a premium by Apple Computer,37 even though it was only 18 months old at
the time. Siri is the world's first practical computer assistant, a
major advance in personal computing. In the future it may be seen
as rivaling in significance the development of the computer mouse
more than 40 years ago.

SRI's Innovation Architecture: SRI applies
the Five Disciplines of Innovation to all aspects of its business:
R&D, new product development, venture formation, and all
corporate functions. Use of a common language based on customer
value has elevated cross-divisional communication to a new level.
It allows incremental innovations to be developed more efficiently,
and puts a more productive focus on larger, multidisciplinary
initiatives, which are required to solve important problems.

SRI uses a family of Value Creation Forums
to create new innovations. Across SRI are market-focused forums,
which match SRI's strategic focus areas, such as cyber security,
infectious disease, intelligent computer systems, education
technology, and clean energy. These Value Creation Forums are
focused on generating compelling Value Propositions; they do not
fund new R&D. Until a good Value Proposition is developed, it
is a waste of resources to spend money on technology.

SRI's market-focused forums are each
organized and facilitated by an expert in the specific market area.
The forums are given limited resources each year 38 to be spent on consultants, market studies
and reports, customer and partner visits, and product designs and
simulations. These forums come and go depending on market
conditions and SRI's ability to contribute. SRI has two other
ongoing Value Creation Forums, one for R&D investments and one
for commercialization activities. These forums have much larger
investment resources and there are senior managers who run the
meetings, act as mentors to new potential innovators, and negotiate
major transactions.

SRI is a transparent enterprise where
anyone can talk to anyone else without permission. For example,
Value Creation Forums are posted on SRI's internal website. All
staff can come to a forum, but it is understood that these are
value creation meetings where everyone is expected to contribute.
Just sitting and watching is not enough. With freedom comes
responsibility.

Comprehensive Application: SRI uses its
common innovation language wherever possible. For example, there is
an "SRI Card," a wallet-sized plastic up card that describes the
company's mission, vision, values, and many of its innovation
practices. SRI aspires to be the "premier independent source of
high-value innovations". The Five Disciplines of Innovation are
described during the hiring process and they are on SRI's website.
New employees are more formally introduced to the disciplines of
innovation at orientation. SRI's professional development focus is
on how staff can use the Five Disciplines of Innovation
effectively, along with how they support SRI's vision and business
objectives. The CEO personally holds an innovation workshop for all
new employees to indicate the importance of these practices. He
often has lunch with members of the staff and asks them about
issues needing improvement, their work, and their Value
Propositions.

SRI promotes an "abundance" mentality, not
one based on scarcity. But it makes it clear that it is only a
world of abundance if staff have the required innovative skills and
are able to apply them effectively. Appropriate incentives are in
place to focus outwardly on customer and market needs—that is, on
value created.

All business presentations at SRI use the
NABC format. They drive investments, speed up iteration, and
minimize the need to compare "apples with oranges." SRI works hard
to keep presentations short: one-page proposals, 15-slide
presentations, etc. SRI is focused on outcomes—real value to its
customers. Because of its common language, concepts, and tools,
staff members understand each other more quickly, input is more
consistent, and new insights can be incorporated more easily. There
is much less confusion about what staff and management are agreeing
to do and why.

Important Market and Customer Needs: In
the innovation economy, we must aspire to work on important
customer and market needs, not just those that are interesting to
us. Interesting problems are quickly overrun by others in the
innovation economy. Important customer and market needs allow for
the creation of significant customer value and they also motivate
and attract the best staff.

As described, Value Creation Forums at SRI
are all run using the same basic language, concepts and tools.
Beyond the basics, the expectations and presentations required for
specific tasks are quite different. For example, the metrics for
success from a new venture are dramatically different from those
expected from R&D. If SRI is going to start a new venture, it
must be worth at least several hundred million dollars to be of
interest. This is not an arbitrary objective. Among other reasons,
this threshold is required in Silicon Valley because, if it is not
met, it is extremely hard to acquire the best management team and
venture partners. Other activities have metrics that are
appropriate to the task, such as those for new R&D centers.
These metrics allow staff to decide more easily whether an
initiative will have value for customers and SRI. It is
surprisingly rare for management to have to say no. Rather, a team
proposing a new idea soon realizes whether the threshold goal can
be met and, if it cannot, the idea often goes away.

Innovation Champions: Without a person who
is passionately committed to making a new innovation happen, it
will fail. The first question SRI asks about any investment,
proposal, or project is, "Does someone really want to do this?"
Will someone commit to success, no excuses, and agree to follow the
Five Disciplines of Innovation? SRI has a saying, "No champion; no
project; no exception." If the idea is a good one and SRI has no
champion, they do not start serious work until one is found.

This is SRI's approach throughout the
organization, top to bottom. Champions are born with many of the
traits needed for success, but they must also be nurtured and
cultivated. Training in innovation begins in the technical
divisions and progresses to corporate venues. High-value innovation
is about achievement. That is what motivates people and gets them
to work day and night. You can never force people to work this hard
unless they are passionate about their work. Every major innovative
initiative must be built around that fundamental human need, which
champions possess.

SRI focuses on its innovation playbook to
help staff achieve their goals. SRI is in the highly competitive
Silicon Valley—if the playbook does not work, the staff will not
use it. Even so, it takes a great deal of management effort and
time before new staff fully understand what SRI aspires to achieve
with its innovation concepts and best practices, how to apply them,
and why they will be valuable to their careers.

Innovation Teams: In the innovation
economy, an enterprise must team with the best to maximize its
chances for success. Even large companies rarely have all the best
resources. Although almost every company will claim that it
abstains from the "not invented here" (NIH) syndrome, the truth is
that almost all suffer badly from the disease. Because they do not
normally assemble the best teams, they are effectively hoping that
their competition fails to do so as well. Obviously, if their
competition does assemble a crackerjack team, they may be defeated
in the marketplace.

Forming teams is hard. It is a project
that must be actively managed. It takes training, support,
encouragement, and appropriate rewards to have staff create
powerful, productive teams. To overcome the frictional costs of
team formation, major goals are required—e.g., important customer
and market needs. The cost of putting together a high-powered team
is otherwise not justified. An advantage of working on important
customer and market needs is that there is an abundance of psychic
rewards that can be distributed throughout the team.

Organizational Alignment: Organizational
alignment starts with senior management making a commitment to
ensure that the enterprise will be a market leader and that they
will achieve this by delivering the highest customer value in the
minimum time and at the minimum cost. It means putting in place the
structures, metrics, rewards, staff, and support to satisfy the
Five Disciplines of Innovation. It means removing obstacles to
innovation. A common example is barriers to staff. When they need
to ask a vice president in a different division a question, they
are required to get permission from several levels of management.
In addition to slowing down the process of value creation, that
sends exactly the wrong message to staff about the enterprise's
commitment to the rapid creation of high-value innovations.

Achieving the goal of becoming an
innovation enterprise must be at least a five-year initiative.
Progress is relatively slow at first but then momentum builds: you
will not go back. Build forward motion through early adapters;
focus on achievement and impact; demonstrate value; and create
internal ambassadors. As the saying goes, "Lead with the best to
push the rest."39 Involve
everyone at the strategic level; but deeply involving everyone is
not possible. Make receipt of funding contingent on using the Five
Disciplines of Innovation to the extent possible—this shows
seriousness. The innovation agenda will not be taken seriously if
it is too marginal. Make Innovation concepts and best practices a
core business process in as many venues as possible. Focus on the
fundamentals: the greater the market and customer attention and
connection, the better the results.

No organization can ever achieve
perfection, but every organization can strive to get better through
a serious commitment to continuous improvement. SRI strongly
believes in asking every enterprise activity to improve some aspect
of their function each year. SRI is not close to where it wants to
be, but each year it gets better. Success takes substantial time,
but even modest progress creates significant returns.

VI. Conclusions

We are in the innovation economy. There
has never been a better time for creating major new innovations: it
is potentially a time of abundance and unprecedented prosperity.
But it is also the most challenging time in the history of
innovation, with technological improvements in most fields
occurring at rapid, exponential rates and with global competition
increasing equally dramatically. This dynamism will not stop. These
driving forces will accelerate as billions of people in the
developing world move from poverty and low-cost manufacturing to
prosperity and the creation of new, high-value innovations.

Our innovative performance today is,
overall, poor. Few companies have comprehensive innovation
playbooks for staff with an organizational architecture that drives
innovative success. Both are essential for survival today. Creating
an innovative enterprise starts with commitment by senior
management and then by putting the fundamentals of innovation in
place. Once these fundamentals are established, it is possible to
add other innovation concepts to further develop the enterprise's
innovative sophistication. The fundamentals are nothard to
understand, but they are extremely hard to practice. The only way
to really learn them is through repeated application. Few make the
effort but those that do often excel.

Experience shows that large improvements
in innovative performance are possible. Even a ten percent
improvement would make a significant contribution to the
profitability of most enterprises. In many cases, improvements have
gone well beyond that. Having a deep understanding of innovation is
beneficial to staff too. Professionals today need new skills based
on a comprehensive understanding of the innovative processes that
lead to success. Those who have these skills can prosper: those
without them will increasingly fail. Enterprises that help their
employees obtain these skills have an advantage in attracting and
keeping the best talent.

The innovation economy gives us the
opportunity to create abundance through the application of a
discipline of innovation. To thrive we must use innovation concepts
and best practices throughout our enterprises and more generally
throughout industry, academia, and government. The way we work is
the most important innovation. Even small improvements in our
collective ability to innovate would, over time, have a huge
positive effect on the world's prosperity, environmental
sustainability, and security.
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1 A more comprehensive and inclusive definition is:
"Innovation is the creation and delivery of new customer value in
the marketplace. Innovations are sustainable only if they provide
sufficient enterprise value to allow for their continued
production."

2 J. Markoff (2005) tells how Moore heard a talk by
Douglas Englebart about why, because of basic scaling principles,
computers would improve at these rates. Moore then plotted the data
and created the concept that now carries his name.

3 Note: The velocity of technological improvement
at rapid, exponential rates also implies the acceleration of
technological improvement at rapid, exponential rates. This is a
sobering realization, the consequences of which for individuals,
businesses, and nations are surely impossible to fully
appreciate.

4 Wikipedia,
http://en.wikipedia.org/wiki/PayPal

5 How China will Change the Cars America Drives,
Motor Trend, April 25, 2010,
http://mt.kargo.com/v/News/HowChinaWillChange/?KSID=3189d3546687c862a6eebeb2eaf0ef7b

6 See for population statistics the CIA Fact Book
at https://www.cia.gov/library/publications/the-world-factbook/

7 In addition, we are rapidly going from 1.5
billion Internet users today to a time, only years from now, when a
large percentage of the world's population of seven billion people
will be connected. Individual connections are only one important
development, however. Additional computer applications will be
connected via the Internet and run at many millions of times
today's computer speeds. Systems of all types — financial trading,
consumer services, production design systems, etc. — will be orders
of magnitude more plentiful and complicated when compared to those
available today. No person or enterprise will be capable of
understanding all of them. Indeed, the behavior of these systems
will be non-linear, and they will interact in ways that can neither
be tested nor anticipated. Given this complexity, the large number
of computer hackers, and the criminals supported by nation states
working to destroy or extract value, we should expect that "Black
Swans" will be even more common (Taleb, 2007).

8 "Population Decline," Wikipedia,
http://en.wikipedia.org/wiki/Population_decline

9 The author of this article, Curtis R. Carlson, is
a member of this council. See
http://www.commerce.gov/news/press-releases/2010/07/13/locke-announces-national-advisory-council-innovation-and-entrepreneur

10 "Toyota Motor Corporation," New York Times, July
15, 2010
http://topics.nytimes.com/top/news/business/companies/toyota_motor_corporation/index.html

11 From C. R. Carlson, who says about SRI's
innovation practices, "The way we work is our most important
innovation."

12 This definition is slightly different from the
one given in Carlson and Wilmot, 2006: 6, but the meaning is
essentially the same.

13 See http://uh.edu/engines/epi1163.htm

14 "Sufficient value" means that the producers can
either recoup their ongoing investments or they can find a way to
have the endeavor subsidized. The airline business is an industry
that, cumulatively, has generated negative financial returns over
its history. It survives only because of government subsidies and
because individuals continue to invest in it. Wikipedia is another
interesting case. Here, the subsidy comes from people's time, which
they provide to make a subject they are interested in available to
the world. Open-source software is still another. There are many
ways an innovation can be sustainable other than through financial
profit for a company. Obviously, most innovations are transitory
but some, like the wheel, can last a very long time. An
innovation's significance is clearly a function of its longevity,
the number of people for whom it delivers value, and the total
financial value it creates. That is why the wheel is often thought
of as one of the world's greatest innovations, along with language
and cooking. In modern times, many believe that the Internet is the
most important innovation. See
http://en.wikipedia.org/wiki/Timeline_of_historic_inventions for an
interesting list of the world's greatest innovations.

15 See also
http://www.sri.com/about/history/nielson_book.html

16 Like OnStar by General Motors

17 SRI International http://www.sri.com

18 The innovation economy requires changes in the
educational curriculum too, such as a more comprehensive
understanding of innovation. This includes fundamental business
concepts and a global perspective. Today's graduates must be able
to write clearly and give compelling presentations, which have
become even more important. Finally, they must have the human
skills and values needed for productive, multidisciplinary
collaboration.

19 One of the most thoughtful contributors to our
understanding of the process of knowledge creation is Douglas
Engelbart, the inventor of the computer mouse and the foundations
of personal computing at SRI in 1967. (Carlson and Wilmot, 2006:
169, and http://dougengelbart.org/)

20 Customer value is defined two ways: Financial
Value = Benefits – Costs and Perceptual Value = Benefits/Costs. See
ibid, Carlson and Wilmot p.79

21 Conversation with Norman Winarsky, vice
president of ventures and licensing for SRI International and his
colleague Vince Endres at the Sarnoff Corporation (a wholly owned
subsidiary of SRI), 2010

22 There are many versions of this idea (Kelley,
Littman and Peters,2001).

23 These four questions are almost identical to
those asked by the United States investment agency DARPA (Defense
Advanced Research Projects Agency) in their requests for
proposals.

24 Carlson and Wilmot, 2006: 101, where Value
Creation Forums are called "Watering Holes," a colorful term that
does not fully translate into some languages. Value Creation Forums
are used across SRI International to develop new innovations
ranging from new cancer drugs to new Web-based software
companies.

25 A better format is an "Elevator Pitch," which
starts with a "Hook" to gain interest, the NABC Value Proposition,
and ends with a "Close" to end the presentation and ask for a
specific action, such as a date for a full meeting (Carlson and
Wilmot, 2006: 128).

26 An additional option is to have each presenter
share one new "innovation best practice" of value to the team, so
that the team can learn additional concepts about innovation.

27 It is best to have someone taking notes for the
presenter as the feedback is given.

28 This concept also comes from personal
discussions with Pallab Chatterjee and the author.

29 For example, examples include SRI International,
Medtronics, IDEO, Toyota, and P&G.

30 SRI's innovations with its partners include the
computer mouse and modern human-computer interface; electronic
banking; the United States high-definition TV standard; treatments
for cancer and infectious disease; minimally invasive
robotic-assisted surgery; computerized speech recognition; the
world's first virtual personal assistant (e.g., Siri Inc.); and
much more.

31 See
http://www.whatsbestnext.com/2010/02/an-example-of-bad-management/

32 Garrett and Davies, 2010: 70, "The management of
creative professionals starts and ends with encouraging,
supporting, and incentivizing achievement". This quote was given to
Garrett and Davies by C. R Carlson in 2010.

33 This also makes it harder for some more
traditional managers, who want control.

34 See, for example,
http://www.theinspirationroom.com.au/who-is

35 Note, other innovation management approaches are
often called "Stage-Gate" and "Funnels." See Wikipedia, Stage-Gate,
http://en.wikipedia.org/wiki/Stage-Gate_model. From SRI's
experience with many international companies, these approaches
often have limited to no success in creating major new
innovations.

36 C. R. Carlson became CEO of SRI in 1999.
Previously he was a vice president of business development and
ventures at SRI's wholly owned subsidiary, the Sarnoff
Corporation.

37 Interestingly, at the start of Apple Computer,
Steve Jobs licensed the computer mouse from SRI.

38 Value Creation Forums are given tens of
thousands of dollars annually.

39 This is a common saying of Dennis Beatrice, who
is vice president of the Policy Division at SRI. He also
contributed many ideas to this section.





Designing Radical Innovation

Harry West

Continuum

The Innovation Imperative

The world is changing: customers,
consumers, constituents—the users of our products and services—are
now in control. Users are more discerning, they have more choices
and are more comfortable exercising these choices. Users are
demanding that products and services work for them in the fullest
sense: that their total experience is as good as it can be.
Organizations, companies and even governments are finding that they
have to address the demands of their users, and do so with an
unaccustomed urgency. If they do not, their users will exercise
their choices and change brand, change behavior, or change their
government. This is the innovation imperative; we cannot rely on
momentum in the market to protect us. Customers, consumers and
constituents have learned how easy it is to change, and so we have
to make sure that we are always providing the very best experience
to stay ahead of their expectations.

What are the forces driving this change?
The prime movers are communication technology and the rapid growth
in new markets. Communication has fueled the growth in democracy
from the fall of the Berlin wall, to the ascendancy of democracy in
Latin America, to customer reviews on Amazon.com. When people can
see alternatives they make choices. And following the frontline of
democratic change has beenthe baggage train of growing
consumer markets as citizens became empowered and resources were
redistributed more equitably and more productively. At the trivial
end of the democracy scale, communication has made it possible for
citizens to choose not only their government, but also the winners
on American Idol, Britain's Got Talent, or Tú sí que vales. No
longer are our stars chosen by record industry executives or an
elite panel of judges, or in a long, painful process of working
their way up. Today we get to choose them real time, live. We are
becoming used to the idea of exercising individual choice,
expressing dissatisfaction with the status quo, and expecting an
immediate response.

Communication also fosters technical
parity; it is easier to learn, to track what others are doing, and
to copy. MIT has made available the best technical lectures in the
world to everyone with a broadband connection, free. In China we
are seeing knock-offs preceding the original brands to the market.
Today, there is little difference in the chips in our computers, in
the engines in our cars, or in the ingredients of many of the foods
we eat. Since the ingredients are the same, it is what we do with
them that differentiates the experience of the product or service.
We have to broaden what we deliver to be a more complete solution,
or risk becoming just a supplier of commodity components in the
global business ecosystem.

And, of course, our increasing ability to
communicate has had a direct impact on how people spend their
money. As a species we like to communicate. We get pleasure from
talking with others and sharing the stories of our lives, and over
the millennia we have learned of new things through word of mouth.
Social networking tools have expanded this process over the last
couple of decades. These tools greatly increase the network of
advisers who tell us what we could be experiencing, how to get it,
and the best offers out there. An increasing part of our monthly
budget is spent on cell phone service, broadband, smart phones and
other communication technologies. More of our products and services
incorporate communication as an integral part of their experience;
for example automobiles are now communication centers with
satellite radio, cell phones, navigation systems, etc. And when we
buy music or books, seeing how others have reviewed them is an
integral and valuable part of the buying experience.

In parallel with increasing communication
has been the growth of two extraordinary new markets, Gen Y and
Emerging Markets. Gen Y—broadly speaking people born between 1980
and 2000, have grown up in a time of mostly peace and prosperity,
of pervasive communication and of low-cost computing technology—for
them this is the norm. They are a large population, 80 million in
the US and over 100 million in Europe. The old models of music,
automobiles and banking do not work for them; they have different
expectations. Not all young people in the US aspire to owning a car
the way their parents did, and when they do buy one they care as
much about communication and entertainment as horsepower. In
addition to leading the adoption of many new specific digital and
social products, they are also driving the integration of digital
tools and social networking into everything else—the integration of
the physical and the virtual. To hark back to an earlier time, it
was not the plastic product that was revolutionary; it was the
plastic in everything. Each generation establishes its own norms of
material expectations and lifestyle, and Gen Y is now defining the
new middle class.

Globally the growth of the middle class is
primarily an emerging market phenomenon. Each year about 70 million
people enter the middle class in emerging markets—about the
population of France. As these populations become consumer
societies they are adopting many of the same expectations as North
America and Western Europe, albeit with local variations. And even
amongst people who are not yet middle class we can see the effect
of new communication technology changing behavior. In Peru, one of
the poorest countries in Latin America, frequent use of the
internet extends down to level C. And ask teenagers there what
would they would do if they were given a Sol and they will probably
tell you they would head to a nearby internet kiosk to chat with
their friends or check out what is happening on hi5.com. The Gen Y
population in Latin America is approximately 200 million, and in
India and China even larger with approximately 400million
each. These populations dwarf those in North America and Western
Europe. They are so large that the preferences of Gen Y and
emerging markets are no longer the tail of the consumer dog, they
are the dog and North America and Western Europe are the tail. When
the dog wags its tail established markets are shaken. We have seen
this already in consumer electronics; companies based in what just
a few decades ago were emerging markets have taken the lead, Sony
(Japan) eclipsed Zenith (US), Samsung (Korea) is in the process of
eclipsing Sony, and LG (Korea) has set its sights on overtaking
Samsung. Meanwhile, fast followers in China are pulling out into
the passing lane.

Designing Radical Innovation

What do we mean by designing radical
innovation? To innovate is to change something established by
introducing new products or services, new processes, or new ideas.
By radical innovation we mean that the change is fundamental; it is
not the same thing only shinier, it is a complete reset of the
customers' experience or a completely new business model. By design
we do not mean a drawing to show how something looks; we mean the
purpose and the plan for the innovation. Design is the deliberate
process for purposefully creating the new.

Our motivation for designing radical
innovation is not that we want to be radical for its own sake, but
that the situation calls for it—the innovation imperative is
radical. There are now so many points of connection between smart
people, new technologies, and ambitious businesses that it is
inevitable that innovation will happen somewhere in the business
ecosystem. Increasingly, consumers, customers and constituents are
taking control and innovating for themselves1. Our challenge is to help our own companies
to benefit from change rather than become a victim of it. How does
a company deliberately see what's next, recognize how they can
profit from it, and then move their organization to lead the
change?

This is difficult to do. For many
businesses, innovation has not been a central part of their
strategy. Successful businesses can be based on the continued
exploitation of some earlier innovation, and focus on narrower
goals of cutting costs, improving quality, building distribution,
and promoting sales; generally tightening control over operations.
It is only when there is a disruption, such as a new or
reinvigorated competitor, that innovation becomes important again.
The trouble is that by then the organization may have lost the
ability to innovate. The trick is to learn to innovate before you
are cornered.

Innovation requires loosening control. The
essence of innovation is that you do not know in advance what is
going to emerge, sothe organization cannot define and control
the innovation process in the same way it does everything else. The
only rules are rules of thumb, and the organization has to put its
trust in an unknown outcome. To make matters even more challenging
for the business leader, it takes time to find the business value
in innovation, and then time to communicate the innovation plan to
the larger organization, and then more time to execute it. Radical
innovation has a longer-term cadence that does not play well with
quarterly reporting cycles

Successful innovation requires the careful
evolution of new ideas. If we try to innovate too quickly we end up
with ideas that merely reflect the current needs of consumers. The
ideas will be liked today, but if they do not stake out new
territory in the minds of consumers they will not be distinct
enough to be owned in the future. For many organizations it is
difficult to get the pace right. They have learned to make
decisions at the end of every meeting. This is great for efficiency
and showing clear leadership, but not so good for nurturing new
ideas. On the other hand, going too slowly is just as bad. If the
project is not on a 'critical path' it becomes a second priority,
part time project that risks suffocating any last traces of
creative potential. The trick lies in pacing innovation so that it
fits into that magic creative window of opportunity with enough
time to allow ideas to percolate and enough urgency to keep the
team motivated.

Innovation is counter to many of the
business processes instituted in the drive towards six sigma
quality, and the people who are most capable of catalyzing
innovation in a company may be outside its traditional structure.
To learn how to innovate, many companies are working with outside
groups experienced at thinking differently—a stimulus to jolt the
system into a new state. Often, these outside groups include
designers, whose processes and perspectives offer distinct
advantages.

Why is the design process good for
managing innovation? Designers are innately motivated by the "new";
that is why they are designers. They have a complementary mindset
to the "control" prevalent in most large companies. More than any
other discipline, designers are naturally comfortable with
abductive2 processes in which
creation precedes analysis—the knowing is in the leaping. Their
"new" muscle is well developed; throughout their training they have
been challenged to create ideas that are new and to communicate
them to others so that they can then be critiqued and evaluated.
Over the last fifteen years designers have also learned to develop
stronger customer empathy through ethnography and other techniques
for immersion in the lives of the people they are designing for. As
our economy migrates from being about just products to one that
trades in broader experiences, designers are able to use their
customer empathy to deliberately craft the emotional journey that
is an essential part of experience innovation. And in
interdisciplinary design, firms and department designers have
learned to collaborate with like-minded engineers and business
people and develop strong critical thinking skills. In parallel
with the development of the innovation capabilities of individual
designers, we have also developed a well honed "design process" to
provide a structure for the leap into the unknown. This process is
not difficult to learn, but the social and personal dynamic that
supports creativity, customer empathy and collaboration is
difficult to enculturate.

Innovation Design Process

There are four essential elements in the
process of how radical innovation is successfully designed and
deployed. We call these elements of the process rather than stages
because they occur simultaneously, not necessarily
sequentially—innovation is an on-going integrated process. You can
think of these elements as four different spaces in the
organization.

1. Executive Space

The first element is at the executive
level of the organization. It is how you acknowledge the need for
change, accept that you do not know yet what that change will be,
and prepare the organization to embark on a process of learning
what to do and then executing in accordance with what it
learns.

Challenges at this level are that there
needs to be a continued focus on executing the current strategy at
the same time as the organization is learning what to do next, and
often these will be in conflict. As the great American novelist F.
Scott Fitzgerald wrote, "The true test of a first-rate mind is the
ability to hold two contradictory ideas at the same time." In
navigating change you need to manage both what is right for today
and what will be right for tomorrow, and continue to remain open to
completely new ideas that are not even in the framework of your
current thinking.

You are asking your organization to commit
to embarking on a journey without knowing the final
destination.

2. Consumers, Customers, Constituents Space

The second element is how you immerse your
organization in the lives of its consumers, customers and
constituents. The organization is to search for new solutions, not
inwardly as experts, but through the lens of its users. Your team
will be conducting research as if they were anthropologists
visiting an unknown tribe. The purpose of the research is for the
team to be able to empathize with users and to help the team to
create from the users' point of view (see sidebar on customer
research).

Challenges at this level are that users
probably do not know what they will want in the future so you
cannot abrogate your creative responsibility to them; your job is
to create for them. Ideas that come out of this research are
provisional and their validity is not knowable until they have been
envisioned and modeled in a prototype form that can be tested.

You are asking people with the least
formal power in the organization, not executives or experts, but
users, to direct its destination.

3. Project Space

The third element is building a team to
lead the process, evaluating it to make sure that the innovation is
right, and deploying it so that it can be executed by the larger
organization. A radical innovation team will comprise a range of
people with complementary skills, disciplines, and mindsets. It
should include people who understand well the constraints that the
business will have to work within, and should also include people
who do not see any constraints at all. The team needs a strong
leader who has the confidence to listen as well as to make
decisions; the leader should listen carefully to what the team is
feeling even when they are obviously wrong. High-performing teams
take advantage of communication technology to work remotely, but
are collocated for much of the time in a dedicated project
room.

A challenge at this level is that you are
asking a team of people to completely focus on one thing—the
future—for a long time. In that time they will become distanced
from the main part of the organization that they will need
eventually in order to execute the innovation.

You are asking a scouting team to make a
long commitment to find the way for the main organization.

4. The Prototype Space

The fourth element is the prototype space
where you model and evaluate a range of ideas to learn, iterate and
refine the innovation. Great ideas with small flaws fail; details
matter. The prototype space is how you get the idea right. It is
also how you help the rest of the organization to understand what
it is that you are going to do, and enlist their support.




A challenge at this level is allocating
the resources to build experiential models that will enable the
learning and refinement needed before committing to launch. It is
sometimes easier for an organization to commit resources to a
specific idea even if it is not right, than to fund the open-ended
exploration of the right idea.

You are asking your scouting team to show
the rest of the organization where they will be going by building a
facsimile of it in detail.

These four essential elements in managing
radical innovation are linked by the project team, but cannot be
the responsibility of the team alone. Without executive support
they will become disconnected from the mission of the company.

Designing Experiences

In the process and examples just discussed
we have turned convention on its head. Radical innovation design
asks first, how can we make the experience of our customers' lives
better? And then only second, how can we use this to drive business
innovation and support the needs of our company? This is counter to
a conventional approach that starts with the opportunity for the
firm and then looks for ways to make it wanted by customers. Even
among sophisticated companies that are espousing customer
centricity, it is the day-to-day language spoken by executives and
written in presentations that demonstrate whether or not they are
truly thinking about the future from their customers' point of
view, or just trying to be more sophisticated in how they exploit
them. To be clear, we understand the needs of business and our
motivation is not altruistic or philanthropic, but we have seen how
companies that benefit consumers the most succeed the most. The way
to business success is through a relentless focus on the good of
the consumer.

The change we are going through is a
self-reinforcing cycle. As consumers, customers and constituents
experience a better product or service their expectations ratchet
up and they continue to look for what is even better. Furthermore,
people have learned to transfer their expectations from one
category to another: If it is so easy for me to buy music online,
then why can't I buy shoes the same way? Don't tell me reasons why
it is difficult; I don't care that music is digital and shoes are
physical; the cost of shipping is your problem; I have no respect
for the former hierarchy in the shoe industry and will go with
whoever solves this problem for me. Today, Zappos.com is a major US
shoe retailer with sales of over $1billion a year. A big part of
their success goes beyond just the shoes themselves: Zappos offers
free shipping, free returns, and is constantly looking for ways to
interact more with their customers through their website, by phone,
or through social media. As a result they have become widely known
for their great customer service and have a very loyal customer
base. Zappos has created what for many people is a better shoe
buying experience.

Putting customers, consumers and
constituents at the center means we consider the total experience
of the user. Consumers improvise their experiences out of the
products and services available to them; they make choices from
available alternatives and substitute one for another. By designing
better and more complete experiences we give the consumer bigger
building blocks to construct their lives, which makes it simpler to
construct richer experiences. We reduce the need for the consumers
to improvise, and make it less necessary for them to consider
different options. Taking responsibility for more of the total
experience of the user is in the best interest of the firm because
in a world of technical parity products are easily copied, but a
seamless customer experience is more difficult to imitate.

Experiences are more personal and
emotional than products. Designing experiences means we need to be
attuned to local nuance. As corporations developed global
businesses, they moved from locally designed products to globally
distributed ones. We are now in the process of transforming again
to "globally local experiences" that are customized to the specific
needs of each group of local consumers.

We are nothing but the experiences of our
lives. We want these experiences to be as good as they can be, and
we wantthem to be validated by others. As users—customers,
consumers and constituents—we are becoming accustomed to being in
control and are demanding the right experiences; the simplest
experience, the most reassuring experience, the richest experience.
Some experiences are seemingly trivial, like cleaning the floor;
some are life changing, like managing diabetes; and some are
emotionally charged, like buying an engagement ring; but together
these experiences add up to the whole of our material lives. Each
part of the human experience deserves our respect and should be
designed with care. As a result of advances in communication
technology and increasing globalization it is now possible to think
more carefully than ever before about each element of our
experience and to amortize the design cost over ever larger numbers
of users. As designers we are privileged to be able to use our
talents to help people in this way.




1 Eric Von Hippel, "Democratizing Innovation," The
MIT Press, 2006.

2 Roger Martin, "The Design of Business: Why Design
Thinking is the Next Competitive Advantage", Harvard Business
School Press, 2009

3 Apologies to Wittgenstein




Learning from customers

The inspiration for innovation can come
directly from watching or listening to people, but often we have to
reflect deeply to find the meaning in the research that has been
hidden from us in its simplicity or familiarity.3

We immerse ourselves in the lives of
people—consumers, customers, constituents—in an open-ended way,
acknowledging that not only do we not know the answer; we do not
even know the question. We must watch and listen to people to learn
from them how our organization can help. We need to unlearn our
vocabulary, and learn again the words that people use. We want to
uncover the issues that concern people, unaided and unbiased by our
preconceptions.

To do this we typically spend one to four hours
with about seven people per segment. We watch them in their
context; their home, work, hospital, on the street, in a store, or
whatever is the relevant context. We engage them in a conversation
about their lives.

Of course, such a small sample cannot be used
to infer proportions in the population, but we are looking for
issues that are important to most people, and you are unlikely not
to uncover these issues if you have a sufficiently in-depth
conversation. Remember Newton: the story goes that an apple fell on
his head as he was sitting under a tree, and from that stimulus he
came up with the laws of gravity and a theory to explain the motion
of the planets. He did not sit under a thousand apple trees; he
used that time to think instead.

So how do we think about what we learn from
customers? We look for two types of information. The problems they
have; can we think of a way to solve their problems? And their
values that make them want to participate in a category in the
first place: can we create an experience that speaks to those
values? A great idea is one that combines features that solve
problems in an experience that speaks to people's values.




Swiffer

Rethinking the everyday

In 1994 Procter & Gamble was looking to
grow through innovation. Craig Wynett, Director of Corporate New
Ventures asked, "Is there a better way to clean a floor?" The
answer to that question not only reinvented how we clean floors,
but also changed how we think about the role of design in driving
business innovation.

A joint team from Continuum, Northlich Stolley,
and P&G set out as design anthropologists to watch how people
cleaned their kitchen floors. We noticed that most people swept
their floors before they mopped and they had to assemble a system
of products to get the job done. We noticed that mops worked mostly
by the adhesion of dirt to the mop and that people seemed to be
spending almost as much time rinsing their mop as they did cleaning
the floor. We noticed that people wore old clothes when they were
cleaning because it was a dirty job, and we could not help but
notice that sometimes people had cleaned their floors before we got
there, because they did not want us to see them cleaning a dirty
floor. People were concerned about the cleanliness of their
homes.

Out of watching those 18 women in Boston and
Cincinnati (yes, they were all women, tsk, tsk) emerged an idea
that we affectionately called "a diaper wipe on a stick" and that
in consumer testing we called "Fast Clean". When we first showed
consumers the concept for "Fast Clean" they did not like it because
they did not believe that it would clean well and they thought it
would be expensive. We made a working prototype, an experiential
model, to communicate the idea. Once people had experienced using
"Fast Clean" they were sold.

It took several years to go from the first
sketches and prototypes to launching what we know as Swiffer, but
it is now one of the most successful new products that P&G has
ever launched with sales of over $500 million per year. Swiffer
succeeded because it is not just a new mop or a new broom, but a
completely new and seamless home cleaning experience. It solves the
technical problems people encountered cleaning their floor, by
making the process quicker and cleaner for them, and it spoke to
people's value for the cleanliness of their home.




Insulet

Launching a new business

Insulin pumps are the most effective tool for
managing diabetes because they closely mimic the function of a
pancreas—delivering a constant stream of insulin to the body. The
Insulet Omnipod is the first discreet, disposable, human insulin
pump and has launched a new category.

Prior to Insulet the stakeholders in diabetes
care—the patient, doctor, and insurance company—often advocated
multiple daily injections instead of a pump. Patients struggled
with technical issues: pumps were complicated, confusing, and
uncomfortable at the injection site. Insurance companies were wary
of the up-front costs associated with buying pumps, which were
often abandoned. Doctors found pumps too complicated for patients
to use effectively.

But the biggest barrier was an emotional one:
unlike injections, a pump and its tubes broadcast to the world that
the user had diabetes, and technical constraints prevented the user
from showering, swimming or sleeping while wearing it.

Insulet, a small VC funded start-up, partnered
with Continuum to systematically solve these problems. Together, we
developed a pump system that was not just a medical solution for
patients, but a human solution for people.

The OmniPod is the first wearable insulin pump
that attaches directly to your skin. It is small, low cost, and
disposable; after three days you simply replace it with a new one.
It reduces pain by automating the insertion of the cannula into
your skin. It is easy to use: instead of buttons on the pump, it is
controlled wirelessly using a handheld device that looks like a
cell phone. The wearable pump provides complete freedom—you can
shower, swim, and sleep wearing it. And it is discreet—there are no
tubes; managing your blood sugar looks like you are texting a
friend. It is a completely new healthcare experience.

Each one of these breakthroughs is a revolution
in diabetes care. Bringing them together was a business
breakthrough. Doctors prescribe Omni-pod because they have
confidence in its simplicity and efficacy. Insurance companies
support it because its costs are distributed over a 2-3 year
period. Users want it because it gives them back their freedom and
privacy.

Working as Insulet's user research, product
design and engineering development team, Continuum partnered with
Insulet for 3 years through initial 510k clearances. Insulet
launched the OmniPod and completed an initial public offering of
$116 million.




Spence Diamonds

Helping people to make a lifelong decision

Choosing an engagement ring is a big decision.
Spence Diamonds is the largest diamond retailer in Canada and their
business depends on helping people through this process.

Talking with customers in-store and in their
homes we heard their anxiety about cost, style, and about making
such an important decision. After all, it is not just a diamond; it
is a commitment.

We choreographed a new sales approach that is
more self-service so that customers can manage the pace themselves,
reducing anxiety and freeing up staff to engage later in the
process when their expertise is most needed. We designed breaks
into even this last part of the customer journey for our happy but
anxious couples to talk in private; sometimes good service means
stepping back. There are also moments when the brand should step
forward to share its expertise and to take some responsibility in
the decision. Based on what we heard from our customers we
instituted a new, simpler language supported by professional tools
to give customers the serious information they need to make the
right "investment" decision. This new sales process was executed
through the design of the retail environment, crafting of
collateral and fixtures, and training for employees.

The net result is a better way for Spence
Diamonds to help their customers that goes beyond traditional
one-on-one customer service, enabling Spence Diamonds to continue
to expand their business and to support their customers in the
right way.





Innovation:

Behind the Buzzword

Pascal Sobol

IDEO

What is the difference between two
world-class cities like Sydney and New Orleans? The former has an
impressive concert hall that hosts memorable performances, while
the latter is virtually synonymous with great music. In other
words, Sydney hosts wonderful "cultural experiences," whereas New
Orleans cultivates them. Because New Orleans maintains an artistic
mind-set—and so many of its residents and visitors identify with
its creative purpose—musicians from far-flung places flock there,
eager to play, experiment, and challenge the status quo.

When it comes to innovation, similar
parallels can be drawn in the business world. Some companies
routinely hire qualified R&D staff who produce worthwhile
products or services—and help the organization stay competitive in
doing so. But other firms let creativity permeate their corporate
culture, encouraging all employees, across silos and hierarchies to
take creative approaches to planning and problem-solving. In other
words, some companies rely on the 'creative' experts hired into
their innovation departments to drive their innovation attempts,
while others have made innovation a corporate priority across all
departments.

So what? Isn't being "innovative" just one
of many goals a company pursues? And doesn't it go without saying
that some are better at it than others? And yet, while many
business leaders claim that they want to be more innovative in
order to stay competitive—and increasingly believe that innovation
is essential to an organization's survival—they rarely pause to
consider to which level this actually needs to shape their
organization as a whole.

In order to truly make innovation a
competitive advantage that a business can bank on, innovation needs
to evolve beyond being an activity a few are engaged in and become
a state of mind across the entire organization. Let us take this
opportunity to examine why an organizational culture of innovation
is so critical today, and how you as a business leader can foster
one.

Why be innovative?

Every other year, IBM asks several
thousand CEOs worldwide to comment on the state of the economy and
to identify their greatest business challenges going forward.
Organizational "complexity" currently tops the list. The latest
study (May 2010) also shows a remarkable shift in how executives
think they should address this complexity. For the first time ever,
CEOs said that the most important leadership quality to possess
today is "creativity."

Reading the details of the study, one
realizes that these CEOs do not just mean creativity in the sense
of good ideas for new products and offerings. It goes far deeper.
These executives refer to a clear demand to creatively approach
every aspect of their organizations so they can adapt to rapid and
sustained market change. They want to experiment constantly with
new business models and technologies, as well as to shape and
continuously reshape their relationships with customers. These CEOs
need system-level creative thinking to come up with innovative
means to address system-level complexity.

Based on its interviews, the study's
authors singled out three ways to achieve this: embody creative
leadership, reinvent customer relationships, and build operating
dexterity.

In other words, even business leaders who
previously relied on the "Sydney" approach to innovation now see
the value of bringing a "New Orleans" mind-set to their
organizations.

A decade ago, it was sufficient to rethink
a company's offerings at regular intervals. Today it is critical to
evaluate the whole organization—including its products and
services, its structure, and its relationships with customers and
employees—on a continuous basis.

Shift happens

Many cutting-edge businesses are already
putting these three ideas into action. Creative leadership at
Zappos, for example, involves offering a considerable sum of money
to any new employee who decides to actually leave the company, to
ensure that staffers who stay really want to be there. Meanwhile,
Nike is proving that reshaping customer relationships can be a
serious business opportunity—its "Nike ID" co-creation platform,
which allows users to design their own sneakers within predefined
limits broke the $100 million turnover barrier earlier this year.
And Apple has been teaching the world about operating dexterity for
years: it repeatedly demonstrates an uncanny ability to branch out
into new markets by rethinking them on a systemic level and
developing highly desirable offers that disrupt incumbent
offerings.

The motivations for business leaders to
creatively innovate is not only to have competitive offerings out
in the market, but to make sure the organization as a whole remains
able to quickly respond to a business environment, which is
changing ever more rapidly on every level.

How to make an organization more innovative?

It might not be obvious how business
leaders can go about bringing out system-level creativity within
their organizations in order to address the system-level complexity
they have been observing. There is however, a breed of companies
who have experienced the marriage of creative approach and
strategic consultancy for years, our company being one of them. So
some of the answers are already out there. Let's have a closer look
at a few of them.

What the CEOs in the IBM study are
essentially describing is the need for a more design-driven
approach to organizing and running their companies, one that is
insight-led and richer in experimentation.

Designers are adept at reinventing the way
they work along with whatever they are creating. Strategic
innovation firms like IDEO are taking on a broader array of
challenges for clients in increasingly diverse industries, from
developing a customer experience at government service centers to
designing an early seed investment firm from scratch. Our approach,
now known as "design thinking", evolved over the past decade by
applying a human-centered design process to myriad projects. Once
valued exclusively within the "creative profession", design
thinking is now taught by major business schools to answer complex
strategic challenges in nearly every industry.

Change by Design

Design thinking, inspired by real-world
observations, is rooted in human behavior and needs. As such,
applying design thinking allows business leaders to base their
decisions on reality rather than on theory or assumptions. It also
enables CEOs to make strategic output tangible much earlier in the
process than traditional management approaches. As design is at the
core of this approach, strategies tend to be expressed as brand
prototypes, hypothetical advertising and use scenarios instead of
pie charts and bar graphs. This makes the outcome of a strategy
project much more communicable and easier to grasp within the
organization.

With the IBM study rating creativity as
the top leadership quality, it is clearly the right time to look at
how design thinking can be applied to make whole organizations more
innovative. So, taking our cue from the world's CEOs let's look a
little deeper into each of the high level opportunity areas that
they have outlined. Based on the study's structure, we can
highlight a number of recurring themes that we at IDEO have
observed in our daily conversations about making organizations more
innovative.

1. Embody Creative Leadership:

Purpose, Not Vision

In order to harness innovative forces
within the company, it is easy to assume that senior management's
primary responsibility is to project a strong vision of where the
company is going. After all, the classical business paradigm
positions the CEO as a "visionary". Unfortunately, the idea that
the boss always knows best doesn't ring so true anymore. In times
of extreme complexity, it is unrealistic to expect C-level
management to have command of all of the answers, despite how
thoroughly they may be briefed by team members.

Yet in most organizations today ideas are
still more or less expected to come from the top. The CEOs in the
IBM study, however, seem to throw their hands up and say, "Listen
guys, that's just not how it works anymore. With everything else we
are responsible for, we can't be the ones monitoring every
technology trend, every social phenomenon and every business play
that is relevant to our company."

This admission that leaders do not have
all the answers is a sign of strength rather than weakness: it
invites all employees into the dialogue about where the company is
and should be going.

The most progressive companies are more
sharply defined by a unifying purpose than a leader's vision. A
"vision" implies top-down culture and suggests that management sets
the course while the rest of the organization merely executes that
vision. However, innovative organizations are increasingly aware
that there is no one "right" way to do things and that no single
person knows enough to have a perfect master plan.

Leaders as Curators

Instead, innovative leaders see themselves
much more in the role of someone curating an exhibition. They allow
for—and demand—experimentation from their employees within the
boundaries of an overall framework that they as curators provide.
In turn, they make sure that everyone internally and externally is
aware of the organization's purpose—i.e., what it stands for over
all, in order to make sure that experimentation is compatible with
company values.

IKEA, for instance, has been carefully
built around the purpose that its founder Kamprad set out thirty
years ago: "We have decided, once and for all, to side with the
many. What is good for our customers is also, in the long run, good
for us", he said. He wanted to "create a better everyday life for
the majority of people". Note that this is not a vision about the
future of flat-pack furniture or where the brand can go. This is a
mission statement of almost political dimensions. Every business
decision can be measured by it, yet it leaves plenty of space for
the organization to develop into areas that Kamprad was unable to
foresee at the time.

Top-Down and Bottom-Up

In order for innovation to enter
everyone's consciousness throughout an organization, innovative
thinking needs to be encouraged and rewarded from the top down. At
the same time, leadership needs to provide the space for good ideas
to grow and blossom from the bottom up. This may sound simple, but
it is contrary to how most organizations operate today. The
predominant corporate mind-set is one of hierarchy and of avoiding
risks at all costs.

Employees of most organizations tend to
believe that if something is "not their job", they don't need to
take any responsibility for it. Yet innovation is too important to
be left solely to designated Innovation Units. Although specialized
personnel can prove useful, no one group will ever be able to live
up to the creative potential of everyone's brains combined. The
specialist's job is not necessarily to have the answer, but rather
to locate and assemble the people who know most about the task at
hand and to give them permission and the necessary space to be
creative in a focused way.

Innovation is Everyone's Job

When a chain of private hospitals in the
US asked IDEO to help it improve its patient experience, our team
stepped in to manage a co-creation process. All the ideas that we
generated and prototyped came from doctors, nurses, patients, and
families. When we invited and expected everyone to contribute their
best thinking to the project and gave them credit for its outcome,
the ideas came pouring out of them, which meant we could
concentrate on "curating" the process, or setting up some general
guidelines and making sure that everyone was aligned on the purpose
of the project. In doing so, our team managed to make innovation a
mind-set among all hospital staff.

IDEO isn't alone in its design-thinking
approach. Procter and Gamble's former CEO A.G. Lafley recognized
the need for spreading innovative thinking throughout the firm much
earlier than many of his competitors. In his book The Game Changer,
he concluded, "Innovation is everyone's job." When Lafley revamped
P&G's innovation infrastructure in the early 2000s, he
underscored his expectation that everyone on staff was an innovator
by creating the P&G Gym. "The Gym" is a laboratory environment
designed to rapidly develop ideas and initiatives so that they
either excel or fail quickly. Any internal team can check in to the
Gym for innovation guidance and support to take projects to the
next level. This enables P&G to support the best ideas, no
matter where they originate inside the company.

Look Beyond What is Measurable

Most organizations try to eliminate
ambiguity anywhere in the development process. In order to avoid
ambiguity, they designate quantitative data as the main information
currency. This is a good thing when pursuing goals like quality
control or regulation compliance. The problem is that to develop
truly groundbreaking ideas, innovators have to look beyond what is
measurable. By the time a need can be quantified in surveys, it has
passed from the latent to the explicit stage and chances are that
it has been addressed by some competitor. In other words, once
people can clearly articulate what it is that they need, the
solution is just around the corner. Insights that are critical in
creating breakthrough innovation cannot be expressed primarily in
numbers. As innovators, we need to trade in a different currency
and leadership needs to be able to accept that currency.

In order to enable innovation teams to
arrive at game-changing solutions, leaders must alleviate
employees' fears that they will be shot down in boardrooms if they
lack sufficient quantitative data to make their cases. Instead,
leaders should encourage teams to work more like detectives than
statisticians and proceed without the perceived safety nets of pie
charts and percentages. Sometimes all it takes is one seemingly
small insight to lead to a breakthrough idea.

Just like detectives discovering clues
they can't necessarily explain right away, innovators find insights
which are hard to evaluate at first. But processed correctly, the
value will be relatively quick to determine in what is ideally an
ongoing dialogue with potential customers. The quality of these
insights serves as the currency in highly innovative
organizations.

Embrace Ambiguity

A few years ago, on a project for Bank of
America, an IDEO team was developing innovative offers for mothers.
The market had been flat, and customer turnover significant (the
base was expensive to maintain). When the team met with a few dozen
moms, two insights emerged: First, the act of saving was
emotionally pleasing, even if the saved amount was very small.
Second, some women in the target group had the curious habit of
rounding up their utility bills paid by check. Nobody knew what
these observations would lead to, and we initially presented them
as just that: observations. Over the course of the project,
however, it turned out that these insights established fertile
ground for cultivating ideas.

One idea was to combine a checking and
savings account in order to make the act of saving unconscious and
game-like: Every transaction on the checking account gets rounded
up, and the difference is deposited into the savings account. This
evolved into Bank of America's "Keep the Change" program, which has
turned out to be an attractive and easily understandable
proposition for many customers. The program allowed the bank to
divert part of the marketing dollars spent on regaining customers
to a matching scheme aimed at retaining them. Since "Keep the
Change" was introduced, more than 12 million customers have signed
up and collectively saved more than $3 billion.

The "Keep the Change" program was based
entirely on the careful observation of a few individuals. If the
IDEO team had worked under the pressure of having to quantify the
value of the insights at every turn, the idea would never have left
the boardroom.

2. Reinvent Customer Relationships

Procter & Gamble's Lafley not only
fostered a culture of innovation within his company, but also
placed considerable emphasis on customer relationships. He demanded
that everyone in his organization get in touch with the end
consumer. Lafley was known to show up for home visits in order to
set an example and stay informed. He realized that, in order to
make good decisions, his teams needed to have their intuition
grounded in the real world. He understood the importance of
customer relationships not only for marketing purposes, but also
for developing relevant offers.

A decade later, many business leaders
recognize that the consumer needs to play a central role in the
innovation process. However, opinions seem to increasingly differ
about how to best achieve this user involvement, especially when it
comes to input early in the process. Some companies still rely on
surveys and quantitative studies. Others have branched out and
started collaborating with consumers via online tools, which now
provide a plethora of communication channels that companies can use
to get the consumer's point of view represented early on in the
process.

From "What can we do?" to "What should we
do?"

It seems all too obvious to state that
innovation should be driven through the benefits delivered (to
consumers?), not through the tools that allow us to deliver them.
Yet in many of today's organizations, innovation is still anchored
solely within R&D departments. Traditionally, most research and
development teams have a technology-centric worldview. While
looking to technology for innovation is a valid way to generate
ideas, it is an inherently limited one. When holding a particular
piece of new technology in hand and looking for suitable
applications, it is hard to avoid the syndrome of "if I am a
hammer, the world looks full of nails".

The most radical examples of innovation
may feature new technology, but they were designed from deep
consumer insights. Take the poster child of innovation, the Apple
iPod. The iPod did not pioneer any particular technology; it
reinvented an experience. The device was based on the insight that
consumers craved a sleek system that let them easily discover,
purchase, store, and enjoy music on the go. Various technologies
were then combined to create the system. Yet it is unlikely that
Apple would have arrived at the same solution by looking at a
cutting-edge hard drive at the time and wondering "So, what could
we do with this?"

Today, engineers, coders and scientists
are capable of creating just about anything. The question has
shifted from the R&D-oriented "What can we do?" to the
customer-focused "What should we do?" The latter is, of course, a
question that organizations must answer as a whole.

Companies should be wary of the so-called
"technology push trap." It is always seductive to use new
technologies as a starting place when looking for innovative
offers. But the danger lies in losing sight of human need by
narrowly focusing on technology. We have found that successful
innovation most often occurs when engineers, user specialists, and
business experts jointly shape an initiative from the start. As an
interdisciplinary team, together they can ensure that any solution
proposed will be desirable, technically feasible, and financially
viable.

Find Real-World Inspiration

There is a common dilemma for companies
who are leading in the innovation game: For them, it is not as
obvious where to look for new ideas as it is for followers. The
competition cannot provide much guidance, as that would essentially
mean looking backward. Many innovation pioneers in diverse fields
have figured out that the key is to be inspired by real-world
behaviors and attitudes. This allows them to find and act on
opportunities for a step change in their markets before anybody
else can disrupt them. How they detect these opportunities is a
crucial part of their continuing success.

Every large organization has a market
research department and is capable of conducting surveys and
evaluating concepts with end consumers. The reality we see,
however, is that while many organizations consider themselves
knowledgeable about their consumers, they are all too often
drowning in a sea of data, without gaining any insight.

Planning real-world inspiration gathering
as a series of open-ended, inspiring exercises with tools like
ethnography and analogous experience audits is usually the best way
to approach an innovation challenge.

Inspire first, quantify later—much later

In our experience research tools are often
used in a misguided fashion. It has become customary to apply
quantitative methods early on in the process, when what is needed
is in fact not numbers but inspiration. The sense of security that
quantitative methods provide is clear: in order to convince anyone
internally, employees feel they need to deliver statistically
relevant numbers backed up by representative samples of their
target audience. The need to verify through numbers is
understandable, but it stifles inspiration and should be suppressed
until much later in the process. Quantitative methods are great for
evaluating sufficiently developed concepts, but they don't inspire
new thinking early on. On the contrary, applied at the beginning of
the process they tend to make the search for innovation slow,
expensive and ineffective. Quantitative studies are not designed to
allow for unexpected results, because the realm from which
interviewees choose their answers has been pre-determined when
designing the study.

Individuals Inspire Big Changes

Inspiration can usually be gained much
more efficiently through an ethnographic approach, in which very
few individuals are observed, but are interviewed in great depth.
This approach is much less expensive and time-consuming and much
more likely to point innovators in interesting directions.

One particular IDEO project provides an
illustrative example. While working for a credit-card provider, our
design team interviewed a woman who considered herself to be an
impulsive shopper and had racked up considerable credit-card debt.
When our research team asked her whether she was happy with the
credit card services her bank offered her, she replied, "Sure". A
quantitative survey would have stopped there and noted that the
user was satisfied with the offer. But when we asked her to take us
through her online purchasing routine, we learned that she kept her
credit card in a block of ice in her freezer, instead of her
wallet, to help her resist using it. When quizzed about her
behavior, she proceeded to tell our team at length how she did not
trust herself with making quick purchasing decisions, so she forced
herself to wait until the block of ice had thawed to free the card
until making the purchase. This gave her added time to consider and
reconsider her decision.

This example illustrates how a
design-thinking approach can unearth a deeper truth than
traditional methods: The "quantifiable" survey would have showed a
customer who was satisfied with her credit card. The human-centered
observations delved more deeply into how the customer actually used
the card. The fact that she was trying to modify her self-perceived
negative behavior patterns provided design insight and inspiration.
She is unlikely to be unique in this need, which begs the question
as to what kind of products banks may want to offer that help
credit-card users overcome their own shopaholic behavior. Whether
the need actually does exist widely can be tested within weeks of
generating new ideas and shaping them into concepts.

Target Beyond the Target Group

Our designers start every project by
spending considerable time with a few end customers to understand
not only what they say and do, but also what they think and feel.
When we set out to "unlock the commercial possibilities of the
self-service channel" for BBVA, for example, we observed and
interviewed people who use automated teller machines on a regular
basis. We did the same research with people who did not use ATMs.
Uncovering the limitations of a current offering requires
understanding not just the target group, but also the "extreme"
users, or people whose behaviors are in some relevant way
extreme.

For instance when searching for
inspiration while engaged in a project with the flip-flop brand
Havaianas, our teams spoke not only to Brazilian beach goers and
urban European fashionistas. In addition, they chose to have
in-depth conversations with a self-confessed shoe fetishist and a
Buddhist monk who hadn't worn shoes in years. People who exhibit
extreme behaviors usually do so because of an extreme need, belief
or attitude. These factors also tend to exist in a given target
group, albeit in much less pronounced ways that are much harder to
detect. Thus talking to extreme users is another way to reveal
latent needs within a target audience.

In the case of BBVA, the main limitation
of customer interaction with ATMs wasn't the information, services,
or benefits provided, but the way in which they were being
delivered. Many customers felt the machines were insufficiently
intuitive, transparent, or trustworthy. The design project, which
set out to consider expanding the ATMs' feature set, quickly became
about making the existing functions more accessible, more human and
more intuitive. With BBVA, the design team developed a new machine
with a much more human interaction. On this platform the bank can
expand the benefits it delivers in the future.

See Beyond Face Value

As described, qualitative research can
bring back fascinating insights from the field, yet they are not in
a form that a typical organization can easily digest and act on.
They usually take the form of anecdotes, photographs or individual
quotes—not exactly data on which an enterprise is traditionally
prepared to build a business strategy. What is crucial about
inspirational research is how to interpret and use the results. In
fact, translating user insights into business opportunities is the
single most important—and at the same time underrated—capability in
any innovation program.

After all, as a business looking for
future solutions, we can ask the consumer a lot of questions, but
we cannot expect them to serve up "The Answer" on the level that we
need to base business decisions. The consumers in question are
usually not experts in technology trends, nor are they up to speed
on new ways to do business. Their horizon is naturally limited to
their experience of the status quo and of having unconsciously
adapted to it for better or for worse. Henry Ford's century old
quote still rings true: "Had I asked people what they wanted, they
would have said faster horses."

Instead of taking a consumer's input at
face value, an innovation team must search out patterns,
commonalities and differences among the usually hundreds of quotes
and observations. This information is then aggregated to a point
where it opens up interesting directions. None of these directions
are guaranteed to lead to success, but as long as teams stay in
short feedback loops with consumers, they will find out soon enough
which direction resonates the strongest in a market.

Look Beyond the Industry

Often, inspiration can be found in
altogether different industries. This enables innovators to think
outside of the proverbial box. In particular, looking outside of an
industry helps if the best practices within a given industry have
led to stagnation on the innovation front.

When some surgeons redesigned their
emergency room operating procedures with IDEO's help, they found
inspiration in how a Stock Car racing pit crew organizes its work
at the racetrack. Among other things, the team learned that the pit
crew actually works with redundant sets of tools that are sorted by
likely usage scenarios (say, set one for a flat tire, set two for
replacing parts of the car body, set three for suspension
failure—all of them ostensibly containing an identical wrench among
other tools). This saves critical time in gathering the right
equipment when needed. Interestingly enough, the surgeons tested
this same principle and found that it saved vital seconds in their
operations as well. They implemented their own version of it.

3. Build Operating Dexterity

The authors of the IBM study essentially
describe "operating dexterity" as the ability of an organization to
adapt to change and its readiness to experiment with offer,
structure, or business models. The CEOs responding to the study see
this as a necessary organizational skill. "Operating dexterity" is
thus shorthand for a whole range of organizational skills and
mind-sets, someof which are crucial to bringing disruptive
innovation to fruition.

Find Question Zero

An innovation initiative will only ever be
as good as the question that it sets out to answer, or its brief.
That is why it is crucial that a brief is shaped on the right
level, meaning focused enough to yield the right outcomes, yet open
enough to leave room for unexpected, disruptive results.

When shaping briefs, we often find that
clients tend to roll part of an expected solution into the brief,
which unnecessarily constrains it and leaves a team working on
answering it with only one direction in which to move. In our
experience, the best way to create a rich brief is to jointly
determine what "Question Zero" is in the context of the challenge.
By this we mean the underlying human question, the one that asks
for the need in the market on the level of an individual within the
target audience.

For instance, when working for a
publishing house specializing in textbooks for university students,
the IDEO project team discussed many possible starting points.
Briefs such as "How do we sell more textbooks?" miss the point,
because it would assume that both the media (books) and the
business model (selling) would remain untouched, a seriously
limiting assumption in times of fluid media and drastically
evolving business models.

The brief we eventually agreed upon was
"How do we better support students in their learning?" It enabled
the team to safely move within the boundaries of the purpose of our
client's organization, yet left room to explore new media, new ways
to communicate with students and to facilitate communication among
them as well.

Having established how students learn and
what their explicit and latent needs were around this—often
social—activity, the team was then able to delve into how to best
support students, building on not one technology, but a number of
media channels in which the students were already engaged. This
meant a new way of doing business for our client, but little or no
learning curve for users and thus the assurance of speedy
adoption.

Failure is Essential For Iteration

After bringing back interesting insights
from the field, with qualitative data to back them up, companies
can establish their value by prototyping and testing ideas quickly.
Early prototyping—albeit with crude tools—that allows for refining
potential solutions step by step, is essential to evaluating how
technically feasible, financially viable, and ultimately desirable
an offering might be.

Prototyping as an innovation tool is not
limited to products, but can include spaces, services and processes
as well. It is important that prototyping should take place early
and that innovators should only invest as much time as needed to
answer the most important question at that moment, but no more.

The surgeons mentioned above learned from
unlikely sources in their quest for innovation opportunities. What
they did next was to prototype and iterate their way to an
innovative solution. They built and tested numerous ideas that
failed, as was expected, before finding the ideal solution.

Often seen as negative, failure wasn't a
problem in this case. This is because they prototyped many ideas,
so they had a number from which to choose and secondly, because
failure occurred early on in the process. They immediately started
prototyping potential solutions and testing them out in a simulated
operating room. If an idea didn't work, they found out within days
or weeks, rather than months or years. This meant little time was
lost in testing, little money spent to that point and little
opportunity to fall in love with an unrealistic idea.

Demystify Failure

Of course, no one wants to fail
spectacularly after having spent millions in development costs. But
when failure happens early, before major capital has been invested,
and leads to more insights, a company has a far greater chance of
success in the next iteration in the marketplace.

Too many traditional organizations still
consider failure to be taboo—and thus avoid failing at all costs,
including innovation. The primary problem seems to be that
initiatives that fail today tend to fail too late, which makes
their failure expensive. Because of that, all failure is perceived
as bad and damaging to images and careers. Yet the right kind of
failure should be a requirement. As Seth Godin wrote in The Purple
Cow, "Most learning, especially most organizational learning,
occurs through trial and error. Error occurs whether you want it to
or not. Error is difficult to avoid. It's not clear that research
or preparation have an enormous impact on error, especially
marketing error. Error is clearly not in short supply. Trial, on
the other hand, is quite scarce, especially in some organizations.
People mistakenly believe that one way to successfully avoid error
is to avoid trial. We need more trial."

Start Small and Scale Up

Having developed an innovative concept
deemed good enough to bring to market, there usually is a lot of
learning still left to do on the path to perfecting it. In order to
learn in the real world while mitigating the risk of failure, many
companies have perfected the art of starting on a small scale and
then scaling up as they go along.

3M decided to launch the Post-It note as a
new product in 1977, but it failed because consumers had not tried
the product. Convinced that the overall concept was sound, a year
later 3M distributed free samples to residents of Boise, Idaho in
the United States. Nine out of ten people who tried the notes said
that they would buy the product. By 1980, Post-Its were being sold
nationwide in the US The rest is history.

3M managed to learn in a controlled
setting about multiple dimensions of their new offering: They
tested how to best advertise it, who to speak to and where to place
their products. They learned about how the product is actually used
and how it is being received and how they could improve it—all of
this by focusing on one small town in Idaho. The "Boise Blitz", as
it became reputedly known within 3M, was a very intelligent step
taken to bridge the gap between the R&D lab and a nationwide
rollout, and a great example of starting small and scaling up.

Making an organization as innovative as 3M
manages to be might seem a long way out for most business leaders.
To make innovation a mindset for all staff is not an easy task by
any stretch of the imagination. On the positive side though,
usually no major structural changes are required: no re-org, no
large-scale hiring efforts or changed management processes
necessarily stand in the way of a company realizing its innovation
potential. All that is needed is for an inspired business leader to
put innovation on everyone's agenda, to lead by example and to give
their employees the space and permission to be creative in a safe
environment. That is a hard enough job as itis.

The journey is indeed rather easy to start
for any leader. True to the spirit of design thinking, any
company's approach to innovation should be imagined, prototyped,
iterated and evaluated on a small scale first in order to evolve
into a bespoke, appropriately adapted organizational skill before
being scaled up. In fact, a few easy experiments outlined in the
side box can serve as first steps. See them as suggestions on how
to get the first few miles on the way to New Orleans.




Embody creative leadership. "Creative leaders
invite disruptive innovation, encourage others to drop outdated
approaches and take balanced risks", the authors noted. "They are
open-minded and inventive in expanding their management and
communication styles, particularly to engage with a new generation
of employees, partners and customers."

Reinvent customer relationships. "In a
massively interconnected world, CEOs prioritize customer intimacy
as never before. Globalization, combined with dramatic increases in
the availability of information, has exponentially expanded
customers' options", the authors wrote. "CEOs said that ongoing
engagement and co-creation with customers produce differentiation.
They consider the information explosion to be their greatest
opportunity in developing deep customer insights."

Build operating dexterity. "CEOs are revamping
their operations to stay ready to act when opportunities or
challenges arise", the researchers observed. "They simplify and
sometimes mask complexity that is within their control and help
customers do the same. Flexible cost structures and partnering
capabilities allow them to rapidly scale up or down."

(IBM CEO study, p.10, May 2010)




Starting the Innovation Journey

Many organizations wonder where or how to start
becoming more innovative, user-centered, and adaptable.

Here are five experiments to try:

1. Tap the everyday experts within your
organization.

You already know more than you think you do.
Every organization has employees who are in daily contact with
customers, clients and partners. They may be sales staff,
maintenance technicians, or call center employees. These are the
people to whom the rest of the organization should listen closely
and gather insights from.

2. Get to know a few customers yourself, one by
one.

Join your market research teams on home visits
to your customers. Get to know a few of them and start seeing
patterns emerge that point to new business opportunities. It's
rewarding, revealing, and sets an example within your
organization.

3. Try out a 'no numbers' rule. Run an
innovation initiative based purely on qualitative metrics. Learn to
appreciate user anecdotes, to trust expert intuition, and to
channel your staff's passion. Think people instead of pie charts.
Chances are the initiative will move faster, cover more ground, and
unearth opportunities earlier than initiatives burdened with the
need to justify their efforts quantitatively every step along the
way.

4. Ask innovation teams to question everything.
Within the purpose of the brand, your teams should be free to
question every aspect of the status quo. Acknowledge that your
company is not defined through the current product or service, nor
through a business model. They are both just tools that help you
achieve your purpose. Don't let them study the competition, but
instead let them figure out what it would take to disrupt your
market. Results might be far out, but they will serve well to set a
direction for you to head in.

5. Let your teams experiment early and safely.
Request that any innovation initiative include some sort of
prototype or experiment that shows its progress at every check-in
meeting. Make it clear that you would like to see all results,
including those that failed during testing, in order to talk about
what the team learned. Challenge employees to discuss unfinished
work with customers as soon as possible and to make potential
results tangible, even if they feel half-baked. Allow for "safe"
failures and celebrate eventual successes.
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1. INTRODUCTION

One of the reasons why many companies and
institutions are so cautious about increasing their innovative
capacity is that innovation represents a seemingly complex problem
for the senior executives who must initiate and direct the changes
that robust innovation requires. Innovating entails transforming
new ideas into tangible results. There are three important aspects
to be considered in this approach to innovation. First of all,
merely coming up with new ideas is not innovation; if the ideas are
not implemented, the desired effect cannot be achieved. Churning
out new ideas for the sake of it does not make us more innovative.
Secondly, when a new idea can be applied without changing a
company's day-to-day reality, it falls under the heading of
continuous improvement rather than innovation. Continuous
improvement and innovation both make a contribution, a market
impact or an internal improvement, but the difference between
innovation and improvement is that the implementation of an
innovative idea requires a change of tack, a significant
modification of the company's former routine. Thirdly, and in
connection with my second point, innovation demands and relies on
new developments: a new contribution to basic knowledge, a new
process or a change of direction, some kind of internal development
that complements the original new idea. Innovating today makes it
easier to innovate tomorrow.

The attention of many top executives is
largely focused on the urgent matters of everyday management.
Innovation is often put on the back burner for, although it is
considered an important issue, it does not have the same priority
as other more pressing concerns. If company directors were aware of
the fact that postponing innovation today would undermine their
ability to innovate tomorrow, innovation would (or should) be given
higher priority and create a predisposition among senior executives
to lay the foundations that will make it possible.

When a senior management team becomes
aware of the transformations that innovation requires, it
identifies a series of challenges that must be faced. These
reflections usually address issues such as:

• The need to protect innovation from
potential threats that would prevent the company from taking off in
a new direction: management systems (like budget planning), chains
of command opposed to change, organisational inertia and other
determining factors carried over from the previous system.

• In order to be credible, innovation must
produce consistent results. It cannot be a fortuitous, one-time
contribution. Innovation must become a permanent and deeply
embedded fixture of organisational culture.

• Coming up with new ideas requires a
certain attitude (thinking big, challenging things, seeing more
possibilities than problems, etc.) which in many cases is the exact
opposite of how people have been taught to think in the corporate
context. How can we make innovation both credible and appealing to
the people we work with?

• Creativity will only flourish if there is
a change in management style; executives have to realise that the
rules which govern everyday management activities—such as
exercising bureaucratic control, communicating via the established
chain of command, equating the value of a person's idea with
his/her status in the corporate hierarchy, and other similar rules
that allowed operations to grow steadily and predictably in the
past—cannot be applied when innovation is on the agenda.

Faced with such a scenario, most
executives tend to pull back, look away and hope that the profit
margin can be increased by discovering a new way to cut costs. The
rest, those executives who are willing to face the challenges
involved in developing new capacities in the company, take comfort
in the knowledge that innovation has prospered in traditional
companies in almost every sector. The solution to the puzzle is
based on principles which, while not purely intuitive, do have
great internal logic and are also within reach of any management
team that is willing to change, even if it means starting with
themselves.

There are two key aspects to any
organisational solution which aims to achieve robust innovation in
a conventional company. First of all, innovation is a challenge
that has much more to do with human resources management than with
technical or design problems. Developing the capacity to innovate
requires a paradigm shift in managerial strategy and in how people
act. Secondly, and more importantly, innovation targets the
pinnacle of the management pyramid; it is a matter of transforming
leadership that brooks no delegation. Moving towards a completely
innovative corporate culture calls for new managerial skills and
practices which, up until now, have not been considered vital
qualifications for top corporate management positions. However, an
examination of the working methods of senior executives at
innovative companies reveals their awareness of one important fact:
that the singularity of their companies begins with a change in
themselves.

2. INNOVATIVE CULTURE

When a company first launches an
innovation process, it is usually focused on the key performance
areas within its business strategy, such as product, service
aspects or other business development issues. In every case,
innovation is successfully brought to market by combining efforts
in several different areas. The key is to spread the responsibility
for innovation as much as possible rather than limiting it to a
small group of individuals or specialised departments.

As they acquire more experience with
innovation, company directors begin to see that any area of the
business can be revitalised by applying new ideas, and that
innovation can be used to work towards a number of goals, not just
competitiveness. At this point, innovation ceases to be a specific
responsibility assigned to one team or department. The vision of
immersion in innovation becomes a project to make innovation a
broad core value for the entire company. The approach becomes one
of wide-scale innovation, which yields regular results. This
represents a major change of perspective. The pursuit of management
innovation goes far beyond the initial intention of managing
innovation within a limited area. The management soon sees the
advantages of creating an environment where everyone in the company
can contribute, and creating an innovative corporate culture
becomes one of the top priorities on the agendas of the senior
executives and the board of directors.

The most widespread notion of
organisational culture is that it is the sum of values and beliefs
which people have acquired over time and which dictate the
appropriate standards of behaviour within a company. Edgar Schein,
an MIT professor famed for his valuable contributions in this
field, defined culture as a "pattern of basic assumptions that a
given group has invented, discovered or developed in learning to
cope with its problems of external adaptation and internal
integration and that have worked well enough to be considered valid
and, therefore, to be taught to new members as the correct way to
perceive, think and feel in relation to those problems".

How can management implement and maintain
an innovative culture? If the directors think that culture can only
be changed by directly altering the values and beliefs that
employees have learned and share, the task can seem dauntingly
complex. Values and beliefs are a part of people; they have become
a part of each person, ingrained in his/her mind, and are therefore
hard to change if a direct approach is taken. Yet senior
executives, in their daily routine and by their example—in other
words, the way they shoulder their responsibilities and interact,
formally or informally, with the people around them—continually
show what they value in, and expect from, their co-workers. The
values and beliefs that comprise corporate culture are largely the
result of accumulated experiences over time deriving from a
specific management style.1 This
suggests the existence of a much easier way to bring about change.
The management can promote a culture favourable to innovation by
changing the way they lead and interact with their employees. This
basically means that organisational progress (the way leadership
responsibilities are defined, different management systems, and the
manner of integrating and coordinating management practices, etc.)
is achieved by recognising people's contribution to creativity and
innovation. Clayton Christensen (1999), a professor at Harvard
Business School and a leading expert on innovation, reached a
similar conclusion when he stated that "culture is comprised of
processes, or ways of working together, and of shared criteria for
decision-making [...] which have been employed so successfully so
often, that they come to be adopted by assumption".

This highlights one of the most serious
shortcomings of many companies—the ability to introduce
organisational changes that facilitate the attainment of concrete
objectives while also opening up new possibilities. Implementing
management systems specifically geared towards encouraging
innovation is a much safer and more solid option than attempting to
change the way people think. The best way to create an
innovation-oriented culture is not to replace executives opposed to
change or wait for a new generation of executives to step up whose
talents and values are more in keeping with the new strategy.
Companies need to accept that the most effective way of creating
the culture they want is to change their management practices, with
a clear orientation towards the desired goal.

The best tactic for creating an innovative
culture is to introduce management practices (progressively
spreading to employees at every level through various channels)
that promote the desired innovative, entrepreneurial and creative
behaviour. By changing our management style (in each and every
aspect: how we set goals, plan, allocate resources, evaluate
co-workers, reward and recognise, assign degrees of responsibility
and autonomy, manage information, etc.), we are shaping corporate
culture, whether consciously or, as is often the case,
unconsciously. Once again, these activities target the highest
echelons of our organisations.

The aim of this chapter is to outline the
best practices of highly innovative companies which any business
corporation can look to as examples to follow. I will focus on
aspects that point directly to various facets of the role of senior
management and leadership styles, because I am convinced that this
is the driving force behind the innovative capacity of many
companies. Obviously, these case studies will not translate
directly into specific implications for innovation management in
every company, but the lessons that can be learned from their
example will shed light on how senior executives can make their
interaction with employees more consistent and predictable and so
lay the foundations for an innovative culture.2

When examining the best practices of
highly innovative companies, the executives' first reaction is to
point out the unique features of their specific company. "Yes,
that's all well and good, but our company is different." Senior
executives tend to doubt the feasibility of implementing the
management practices of highly innovative companies in their own
organisations. Although it is true that some of these practices are
only applicable at advanced levels of innovative culture, the
general rules for encouraging people to move towards innovation can
be applied in almost any field. After analysing the management
levers used in innovative companies and comparing them to those of
less innovative organisations, Tushman and O'Reilly (2002) noticed
that all innovative companies shared a similar set of management
principles, regardless of their geographic location or field of
activity. The conclusion is that, although the implementation of a
new management style should be tailored to the specific needs of
each company, the basic principles which govern the pursuit of
innovation are fairly universal.

Another issue that management teams must
face is determining the most appropriate approach. The innovative
culture of companies which excel at innovation is like a hologram.
One can take a variety of different approaches to the phenomenon
and still get the feeling that they all effectively point to the
same reality. It is relatively easy to tell if a company is
innovative by observing different aspects of its dominant culture.
The implication is that, although the companies described here may
have used different approaches and management strategies to promote
innovation, the underlying patterns of managerial logic and
criteria have a great deal in common. I believe that the solidity
of the innovative nature of these companies derives from the
coherence of the rules of the game that shape their innovative
cultures (values, principles and practices). As I have already
mentioned, this essay does not aim to discuss the different
approaches and mechanisms which allow a company to move towards an
innovative culture; rather, my intention is to focus on the best
practices of senior executives in highly innovative companies.

3. CONDUCT OF SENIOR EXECUTIVES IN THE AREA OF
INNOVATION

In the course of their interactions with
other employees, senior executives give clear indications of their
personal preferences. The way in which a management team interacts
with the rest of the organisation shapes the values and
expectations of its workers with regard to their conduct and
attitude towards innovation. This performance is strictly analysed
in the light of the senior management's context of activity. The
effect on culture is greater in situations where employees
understand that an innovative approach can be more beneficial (for
example, in seeking solutions to important problems, defining
business development strategies, evaluations when allocating
strategic funds, responding to unforeseen opportunities, coming up
with a new strategic approach when the market undergoes major
changes, etc.). In cases where the context calls for a management
strategy governed more by the principles of everyday operations,
employees understand that it is not their place to interfere in
executive preferences in the area of innovation.

The leadership style and conduct of senior
executives is a vital factor for stimulating innovative capacity
(Deschamps, 2008).3 The most
typical traits of a senior executive's favourable personal
behaviour (as an individual) towards innovation can be analysed
from several different angles. The approach I have chosen here is
to analyse what drives their efforts to spearhead the
transformation of their companies, how they direct the progress
towards that goal, and how they face the problems that crop up
during the evolution towards innovation. In this text I will not
address the more collective aspects, which are also essential for
creating and maintaining an innovative culture but which require a
more detailed and separate analysis. Collective aspects are those
which require the coordinated efforts of the management team, such
as the creation of a favourable environment (creating an
organisation for innovating that is compatible with the
organisation of everyday activities) or the design and
implementation of a senior management process that generates
business and management innovation initiatives with a broad scope
and potential implications for any area of management. I will now
proceed to describe the three fundamental pillars of the actions of
top-ranking executives, the cornerstone of the process for
inculcating the values, principles and practices that will
determine a company's capacity for innovation and quality.

They are driven by the pursuit of a goal, ideal
or dream that makes sense to those who have to make it possible

Senior executives act as leaders who seek
to make an impact with highly ambitious initiatives that will offer
unique contributions. On the same day Steve Jobs announced the
details of the iPad, his Apple co-founder Steve Wozniak addressed a
smaller, less formal group at the Laxson Auditorium in Chino,
California. The brilliant engineer spoke about the late 1970s and
early 80s, when he embodied a new way of thinking, far removed from
the world of mainframes and minicomputers, when he and Jobs helped
birth the personal-computer industry. "I was turned on that little
guys were going to do something of more value than the big
corporations," recalls Wozniak. "My friend Steve Jobs… was always
interested in doing things that would change the world. He was a
move-the-world-forward kind of guy." Source:
http://www.successmagazine.com/steve-jobs-master-of-innovation/PARAMS/article/1054/channel/22

Senior executives are strongly motivated
to overcome challenges, and their efforts also make perfect sense
to their employees. A challenge is a tangible goal that focuses
everyone's attention on one point, and in many cases it is a more
effective stimulus for innovation than extrinsic incentives such as
performance-based salary packages. (See text box 1 on Ratan Tata.)
A remarkable case in point is Akio Morita and Masaru Ibuka, the
founders of Sony, who expressed their unease and concern about not
having a big enough goal for their product development engineers.
In 1952, Ibuka wondered, "Would tape recorders be challenge enough
for them, motivate them to use their best abilities, or let them
grow to their full potentials?" This ambitious diligence paved the
way for ground-breaking product launches like the Trinitron
television, the Walkman and many others.

Senior executives at the helm of
innovative companies are capable of rallying the efforts of the
entire organisation around ideals that will have social benefits
and also motivate people to make their own contributions. Franck
Riboud, chairman and CEO of Danone since 1992, sums up his
company's great ambition as the desire to "bring health through
food to as many people as possible". These executives are very
passionate about the mission that gives meaning to their company
and to innovation. (See text box 2 on John Mackey of Whole Foods
Market.) Their clarity of purpose and energy create an infectious
enthusiasm. The goal they pursue is a powerful internal force that
propels them and the company forward. The initial boost is
fundamental. They are attracted by the chance to do something
unique. The analysis of constraints, though important, takes a back
seat and always comes afterwards.

At times, the goal that inspires the
collective efforts of the entire workforce is not a dream or a
mission with a definite social contribution in mind, but an
ambitious strategy which senior executives take care to renew and
reinvent over time. This is often the case of consolidated
companies with a long history of innovation, as illustrated by
examples based on 3M, General Electric or Procter & Gamble. The
key ingredient in every case, however, is that the goal must be
shared in order to inspire a team effort, and for that to happen it
must be "tangible" or sufficiently concrete, and it must also be
appealing to those who are going to make it possible.

How they direct the progress towards the
goal

The management style of an executive team
is a fundamental factor for understanding a company's capacity for
innovation. Senior executives in highly innovative companies share
values that encourage experimentation and learning. The history of
Apple, one of today's most innovative companies, is dotted with
failed attempts, such as the pioneering Newton PDA or (though not
all would agree) Apple TV and Apple Pippin. However, Apple learned
valuable lessons from its mistakes and applied them to later
developments. Thus, the mobile telephone developed with Motorola,
the E790 iTunes, and the Lisa computer could be described as
unsuccessful projects, but they made different contributions that
were successfully used in the revolutionary iPhone. Jesús Vega,
former director of human resources at Zara-Inditex, once said, "The
important thing is not to avoid the pitfall of error but to climb
out of the hole once we have fallenin."

Senior executives are firmly committed to
exploring new ways of operating, even in the absence of pressing
problems, and are open to unconventional solutions and ways of
thinking. (See text box 3 on James Dyson, founder of Dyson.) IKEA's
management encourages employees to search for new and improved ways
of doing things in every aspect of their jobs. Even though IKEA is
the undisputed leader in the global furniture market, it still
promotes continuous improvement and change. The people working for
the IKEA group often feel just as motivated by the mission to find
new ways of achieving goals as they are by the goals themselves.
They are inspired by discovery and constantly looking forward to
the next new challenge. In a different context, Guy Laliberté,
founder and CEO of the Cirque du Soleil, refuses to rest on the
laurels of past success: "A typical day at the office for me begins
by asking: What is impossible that I'm going to do today?"

This positive predisposition to explore
even the risky options must be accompanied by a fundamental
ingredient of any innovative culture: the acceptance of a degree of
uncertainty and, consequently, a tolerance for good-faith errors.
The words of William L. McKnight, CEO of 3M from 1929 to 1949 and
chairman of the board of directors from 1949 to 1996, reveal his
superior management style: "Mistakes will be made. But if a person
is essentially right, the mistakes he or she makes are not as
serious, in the long run, as the mistakes management will make if
it is dictatorial and undertakes to tell those under its authority
exactly how they must do their job. Management that is
destructively critical when mistakes are made kills initiative, and
it is essential that we have many people with initiative if we are
to continue to grow."

Highly innovative companies accept the
fact that relevant information, good ideas and initiatives can come
from sources outside the company. Keeping an open mind to the
outside world can become a part of formal corporate procedure, as
in the case of Procter & Gamble's "Connect + Develop" strategy
or IDEO's "Deep Dive" brainstorming technique; it can inspire an
approach based on strategic business partnerships, such as that
embraced by Amazon, Nike or Federal Express; or it may take the
form of employee initiatives supported by the management, like the
participation in social networks and forums practised by the
employees of Sun Microsystems, or an open invitation for external
agents—customers, for example—to suggest ideas, a strategy used by
many companies. Senior executives urge their employees not only to
look outside the company but also to become keen and active
observers and learn to identify business opportunities in the
tangle of weak signals bouncing around the market. This is exactly
what goes on in the business opportunities evaluation process of
the "Imagination Breakthrough" initiative led by the CEO of General
Electric, Jeffrey Immelt, which aims to generate ideas that will
boost the company's growth.

A flexible approach is vital for
progressing towards the ambitious, challenging goal. Management at
innovative companies shows an open mind and is willing to work
proactively and humbly to find other alternatives for moving
forward. The managers of Starbucks tell their employees, "When
presented with negative feedback from a customer, recognise that
you may have an opportunity to actually strengthen that
relationship." When employees see that management takes a healthy
interest in all feedback, both positive and negative, appreciating
its value becomes easier for the workers themselves.

Evaluation for the purpose of learning
fosters innovation and enhances the ability to achieve the
established goal (Senge, 1998). At Pixar Animation, executives like
Brad Bird, who can boast a string of blockbusters such as The
Incredibles, Cars and Ratatouille, treat their employees as equals.
At team meetings, everyone receives positive or negative feedback
on their work before the entire group. Everyone is encouraged to
participate and express their opinions about the work of others.
Brad Bird's introduction of this practice at Pixar has raised the
bar in terms of the quality of the company's output. (See text box
4 on Brad Bird, director at Pixar.)

These values, principles and practices
used by senior executives in highly innovative companies are not
limited to a specific industry or geographic region. They can be
found in large corporations with a technological background (like
GE under the leadership of Jeffrey Immelt) and companies whose
markets are constantly evolving (such as Inditex, owner of the Zara
chain and a leader in the global fashion industry, in which the
founder Amancio Ortega has played a pivotal role), but also in
traditional businesses like the Mexican cement company CEMEX and
even in much smaller enterprises. At Metalquimia, a
second-generation family business that manufactures meat-processing
equipment, the strong personal commitment of executive director
Josep Lagares has been the driving force behind initiatives to
strengthen the company's capacity for innovation. He heads up the
product innovation and process committees at Metalquimia, the
entire workforce has received training in creative techniques, and
he has introduced a computer application for managing creativity
and innovation that encourages everyone to contribute—"just another
step towards my goal of socialising creativity". In April 2010,
Metalquimia introduced Quick-Dry-Slice, a revolutionary technology
for speeding up the drying and curing process of sliced meat
products which will reinforce the company's already solid position
in the global market.4 The
executive director is the primary catalyst for the process of
democratising innovation within this company.

How they deal with adversity

As with any transformation of the status
quo, innovation entails dealing with unforeseen events. The
reactions of senior executives to difficulties that the company
must overcome as it pursues its goal set an example for the other
employees by revealing the values and preferences of the
management, and their response therefore has a direct effect on the
company's innovative culture.

Senior executives are persistent and show
unwavering support for an initiative even when the early results
are disheartening. In the early years of Sony's history, Akio
Morita and Masaru Ibuka were warned by their accountants that they
were investing too heavily in new developments and even putting the
company's financial viability at risk. The executives' response
was: "Just be patient a little longer and we will make a fortune."
Another example of perseverance is Carlos Sumarroca, who refused to
listen to a scientific/technical team's repeated advice to scrap
his project; today, Agromillora Catalana is one of the world's
leading tree and rootstock suppliers.

In highly innovative companies, the phrase
"it's impossible" does not exist. When faced with recurring
failures, they simply say, "We don't know how to do it right." Some
of the solutions that are now part of the IKEA business model came
about thanks to dogged attempts to solve problems that could have
sunk the company. Their obstinate insistence on keeping costs low
and finding an original solution to a transport strike led them to
the ground-breaking idea of having customers transport and assemble
the furniture in their own homes.

Innovation requires persistence. "If at
first you don't succeed, try, try and try again." The IKEA motto,
"Never say never encapsulates the company's positive obstinacy,
perseverance and determination to attain goals and never give up.
However, this persistence is tempered by limits and principles that
make it balanced and financially viable for the business (Ingvar
Kamprad, founder of IKEA, in his "Testament of a Furniture
Dealer"). This willpower is considered more effective at the team
level, where there must be mutual trust and general consensus
before coordinated, decisive action can be taken.

At Amazon, the management encourages
employees working in areas of innovation to pursue ideas and
concepts even if they do not yield short-term results. "You need to
be willing to be misunderstood for a long period of time.
Innovation is hard for large companies because you need to be
long-term oriented." Commenting on the need to think long-term,
Jeff Bezos, founder and CEO of Amazon, stated with conviction, "If
you take a short-term approach, then you are constantly stuck with
trying to deal with minutiae. I hate to see someone 'sticking to
their knitting' because they're incapable of taking chances."

In highly innovative companies, senior
executives are visibly self-confident, but they also give clear
indications of having confidence in the work of entrepreneurs. At
3M, an entrepreneurial spirit is encouraged by the application of a
fundamental principle: freedom to pursue ground-breaking ideas in
the workplace. Researchers at 3M can spend up to 15% of their time
working on projects of their choice, with no interference from
management. Thanks to the atmosphere of freedom created by this
policy, a 3M scientist named Art Fry was able to develop the famous
Post-It note in 1973.

Executives in charge of innovative
companies are willing to step outside their comfort zone to make
innovation possible. Their confidence in the benefits of
innovation, and their commitment to making it possible, are
evidenced by the fact that senior executives are willing to
consider initiatives which entail changes that may affect them
personally, altering their own quality of life in the company. They
do not hide behind the shield of hierarchical authority. They are
just another cog in the machine, subject to the same rules as
everyone else. When Sony decided that it needed to study the unique
traits of the world's most advanced consumer electronics market
firsthand, Akio Morita moved to New York with his entire family in
July 1963—an eloquent example of personal commitment.

When the leaders of highly innovative
companies are the most tangible examples of personal commitment, it
creates the necessary climate for bringing about a change in
employee values and beliefs that will favour innovation. Senior
executives face adversity with courage and bravery, a clear
reflection of their high self-confidence. Their commitment leads
them to play an active role in innovation governance, supervision
and management, and their intense involvement and discipline in
spearheading the process is understood by everyone as proof of
their serious sense of purpose. Logically, the tangible commitment
of corporate leaders ends up becoming a necessary ingredient in
both the transition towards and the firm consolidation of an
innovative culture.

Jeffrey Immelt, GE's
CEO,fostersGE's commitment to innovation by leading
through example. As the world is resetting itself, Immelt says that
his role is to turn fear into confidence.5 At a speech at Dartmouth Collegehe
offered a grounded playbook for leadership in the tough present.
"Good leaders," he said, "are verycurious, and they spend a
lot of time trying to learn things." Immelt tries toset aside
20% of his time for thinking and re-conceptualising. He also said
that"every innovation leader at GE will meet withme at
least once, andagreat part of my job is thatI get
to go places to pick up that next best idea". Yet, like his
predecessor Jack Welch, known for deep dives into operating
details, Immelt said he is involved with 40 projects at GE that
represent "imagination breakthroughs". He has developed his own
guidelines to judge new opportunities and progress.6 Good leaders manage by setting boundaries
with freedom in the middle. "The boundaries are commitment,
passion, trust, and teamwork. Within those guidelines, there's
plenty of freedom. But no one can cross those four boundaries."

Jeffrey Immelt, in a conversation with
Fast Company editor-in-chief John A. Byrne in the CEO's conference
room at GE headquarters in Fairfield, Connecticut, was asked: "What
have you learned so far in the job as GE's CEO?" Immelt responded:
"One of the things Jack Welch said early on that I think is totally
right is: It's a marathon. It's not a sprint. All these books about
the first 90 days are kind of rubbish in many ways. You have to
have a plan. You have to stick with it. You have to modify it at
times, but every day you've got to get up and play hard. Jack used
to see me running around, even after he left, and he'd say to me,
'Remember, it's a marathon. Ten years. Fifteen years. You've got to
get up every day with a new idea, a new spin, and you've got to
bring it in here every day.' I always kind of knew that, but until
you're right in the middle of it, you never get it. His advice was
right. It's the sustained ability to change that really
counts."

4. IN CONCLUSION

Innovation requires making changes in the
way a company works so that new ideas can be transformed into
results. These changes must be understood and supported by the
majority of the company's employees. Moreover, innovation today is
not confined to the technological sector or to new product
launches, and building a solid support base for innovation is
therefore a priority for senior executives. However, modifying
values and beliefs to create a favourable environment for
innovation seems like an arduous task at first glance.

The organisational culture of highly
innovative companies suggests that the most effective tool for
changing mindsets is management style, and the behaviour of the
company's top executives is a crucial factor. How senior executives
conduct themselves in situations involving innovation, whether
consciously or unconsciously, has a direct effect on the employees'
perception of the values and beliefs they are expected to embrace,
and so their actions determine the degree to which the corporate
culture is more or less favourable for innovation. The task of
mobilising employees to pursue innovation begins with a change in
attitude and conduct at the highest levels of authority in our
organisations.

A study based on the role of senior
executives in highly innovative companies suggests that their
conduct can influence the creation of two important but very
different kinds of innovative cultures (Vilà, 2008). The first and
most obvious is an innovative culture that is largely defined by
the personality of a founder (or a small team of founders) with a
strong entrepreneurial spirit. The values and beliefs of companies
like Apple or IKEA are closely bound up with the actions and traits
of their respective managements. It would be impossible to conceive
Apple's early innovation without Steve Jobs, or IKEA without Ingvar
Kamprad, or Sony without Akio Morita and Masaru Ibuka. The second
kind is a culture that transcends the figure of the founder and
endures over time. We might say that in this case the values have
become part of the company's DNA; they have been institutionalised.
Does anyone know the names of the founders of companies like 3M or
Danone? In the case of many companies that were widely acclaimed as
innovative enterprises in their early years, it is difficult to
know who the current senior executives are. A key responsibility of
every senior management team has become the renewal of the
cornerstones on which the corporate culture rests. I believe that
the actions of senior executives (their values, principles and
practices) when setting ambitious goals, supervising the progress
towards those goals and facing the adversities that crop up on the
road to innovation are fundamental in determining whether a culture
regenerates itself or fades over time.

It is imperative that a company's senior
executives understand and accept their fundamental responsibility
in a process as critical as promoting innovation. The perception of
employees makes it impossible to delegate any aspect of this
responsibility.
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Text Box 1. The Urge to Pursue a Dream




Ratan Tata started with a Dream. His dream was
to provide every Indian an affordable and safe means of family
transportation. What would be affordable for a middle class Indian
family? At that point in time (2007), Maruti Udyog was the cheapest
car at USD 7,000. Ratan Tata felt that a car of up to 1 lac rupees
(100,000 rupees, roughly USD 2,500) would be affordable. So he set
this goal to his engineers at the Tata Motors. "It's a dream
project for the man who has an impeccable record of accomplishing
things which he dreams and the name of the car is Nano," claimed
Mr. Sunil Sinha, CEO of the Tata Quality Management Services.

It was never meant to be a 1 lac rupee ($2,500)
car; that happened by circumstance. Ratan Tata was interviewed by
Financial Times at the Geneva Motor Show: "I talked about this
future product as a low-cost car. I was asked how much it would
cost and I said about 1 lac rupees. The next day the Financial
Times had a headline to the effect that the Tatas are to produce an
Rs100,000 car (USD 2,500). My immediate reaction was to issue a
rebuttal, to clarify that that was not exactly what I had said.
Then I thought, I did say it would be around that figure, so why
don't we just take that as a target. When I came back our people
were aghast, but we had our goal." Ratan Tata had a choice to call
the newspaper and correct the mistake. Instead he took it as a
challenge for himself and his engineers.






Source: "The Making of the Nano", Christabelle
Noronha. January 2008. Tata Leadership with Trust. • Contributed by
Preeti Sharma, Gemba-2010.
http://www.tata.com/media/interviews/inside.aspx?artid=Sd75BUBmzSM.





Text Box 2. A Mission to Channel
Innovation




John Mackey, CEO of Whole Foods Market,
co-founder of the company in 1978, has pushed the company to
exceptional growth and success (CAGR of 17% in sales and of 14% in
profits in the period 2001-2010). In a conversation he had in April
2010 at Darden School of Business with Professor R. Edward Freeman,
he reflected upon a renewed sense of purpose for himself and Whole
Foods Market: "After a great deal of soul searching into some of my
deepest passions about the purpose and meaning of my own life, I
came to the conclusion about 18 months ago that continuing to help
lead and evolve Whole Foods Market is exactly what I most want to
do, and I recommitted to the company for the long term.

I have become especially excited about the
potential to help improve the lives of millions of people through
better education about the principles of really healthy eating and
I'm helping lead these rapidly evolving efforts at Whole Foods
Market. We have many exciting healthy eating and wellness
initiatives in development that I believe are really going to help
people live healthier and more vital lives, and I look forward to
sharing them with everyone during the next few years."






Source: The CEO's Blog, "Darden School of
Business Conversation" by John Mackey, 26 July 2010• Contributed by
Dana Page, Gemba-2010.
http://www2.wholefoodsmarket.com/blogs/jmackey/




Text Box 3. Urging Employees Not to Settle for
the First Easy Solution




James Dyson, founder of Dyson Ltd., UK, built
on a vacuum cleaner that uses centrifugal force to separate dirt
from air he had invented in 1979. Having gradually stepped away
from the day-to-day running of the business, he's spent the past
decade trying to create the perfect environment for innovation.
He's determined not to be an owner marooned from the workforce.
"One of the most important things is I spend time, not in my glass
office in Wiltshire, but going among creative people, not just the
engineers, making sure they're doing creative things. I don't mean
I go around like a policeman, but more just encouraging
creativity."

Offering praise, encouraging workers to take
the challenging route rather than the obvious one, and taking an
active role himself are pillars Dyson has built the company on.
"What I'm talking about is people having the courage to take risks,
make a mistake and be ridiculed. They should have no fear of doing
something that's not 'normal' or 'sensible' and worry I'll clip
them round the ear and say 'don't be so bloody stupid'," he
claims.




Source: "James Dyson", by Ian Wallis. Growing
Business Online. 1/4/2004. • Contributed by Federico Ciardelli,
Gemba-2009.
http://www.growingbusiness.co.uk/06959143454587923447/james-dyson.html





Text Box 4. Value Based on Validity, Not
Hierarchic Status




Brad Bird, director at Pixar: "From the
beginning, I pushed and analyzed each person's work in front of
everybody. And they didn't speak up. One day, I did my thing, and
one of the guys sighed. I shouted, 'What was that?' And he said,
'Nothing man, it's OK.' And I said, 'No, you sighed. Clearly, you
disagree with something I did there. Show me what you're thinking.
I might not have it right. You might. Show us.' So he came up, and
I handed him the dry-erase marker. He erased what I did. Then he
did something different and explained why he thought it ought to be
that way. I said, 'That's better than what I did. Great.' Everybody
saw that he didn't get his head chopped off. And our learning curve
went straight up. By the end of the film, that animation team was
much stronger than at the beginning, because we had all learned
from each other's strengths. But it took two months for people to
feel safe enough to speak up."






Source: "Innovation lessons from Pixar: An
interview with Oscar-winning director Brad Bird", McKinsey
Quarterly, April 2008 • Contributed by Edinardo Figueiredo,
Gemba-2010.
http://www.mckinseyquarterly.com/innovation_lessons_from_pixar_an_interview_with_oscar-winning_director_brad_bird_2127





Text Box 5. Senior Executives Are Willing to
Change Even Themselves




"Innovation should be at the basis of
everything we do, not only the product formulation, but everything
that touches the consumer. It's the concept of innovating in all
the ways that touch the consumer life. P&G has moved from a
definition of innovation, which was probably a bit narrow, focusing
on the product, to a concept of innovation that is a lot wider.

Innovation is becoming more demanding and pace
is becoming shorter. We will never have enough resources, enough
ideas internally to deal with it so quickly and broadly. P&G
has set a great goal: to get about half of the ideas from outside.
When you've made that decision, you need to change the way you work
and make those connections. People have to want to come to you with
an idea, they have to believe that you'll listen and give them a
chance. They have to believe that you're prepared to change some of
your processes to accommodate new ideas."

Gianni Ciserani, Vice President and General
Manager of Procter & Gamble UK and Ireland






Source: Brand Strategy, Published: 01 November
2005 "Learning to Listen to New Ideas: Interview with Gianni
Ciserani" • Contributed by Andrey Lankovich, Gemba-2008 and Manuel
Lapeira Gemba-M-2010.
http://www.mad.co.uk/Main/News/Disciplines/Marketing/Articles/5f42852a91a6407db37cf0114d285395/Gianni-Ciserani-the-Italian-job.html
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1. Introduction

The literature on the global distribution
of income highlights how poverty worldwide has declined over recent
decades. Sala-i-Martin (2006) summarized his findings by stating
that poverty rates "in 2000 were between one-third and one-half of
what they were in 1970 for all four [poverty] lines. There were
between 250 and 500 million fewer poor in 2000 than in 1970". These
findings have been confirmed by more recent research. Pinkovskiy
and Sala-i-Martin (2009) pointed out that the percentage of the
world population living on less than $1 a day (in PPP-adjusted 2000
dollars) declined from 26.8% in 1970 to 5.4% in 2006.

In sum, the message from the literature on
the evolution of global poverty shows that, should the observed
trends continue, poverty will probably be eradicated on planet
earth by the middle of the present century. Such a message is of
course good news. Particularly if we assume that underdevelopment
is a synonym for extreme poverty in the developing world, we can
readily accept that the observed decline in global poverty is
highly correlated with progress towards economic prosperity.

However, as there are several
methodological drawbacks to the way poverty estimates are carried
out, one must be careful over their interpretation. The research
quoted above refers to a poverty line set at $1 a day in contrast
with the World Bank, which has been working with alternative
poverty lines. International poverty lines are set close to the
mean of the poverty lines identified in the poorest countries. For
this reason, it is difficult to argue in favour of just a single
poverty line. Over the last few years, the World Bank has mostly
been working with a poverty line of $1.25 a day while also having
recourse to four other alternative thresholds, $1, $1.45, $2 and
$2.5 a day respectively (Chen and Ravallion, 2008). If one takes
this last threshold, which is certainly adequate for the many
developing countries that are not among the poorest, we quickly
find that the 1990 figure of circa 3 billion of world poor did not
undergo any decline through 2005. In any case, the available
research does seem to confirm that poverty declined worldwide,
where not in absolute numbers (even though much research confirms
precisely that) at least in relative terms, as the world population
has been continuously growing from about 5 billion in 1990 to
almost 7 billion in 2010.

These observations of such a worldwide
trend enable us to raise several important questions from an
economic development standpoint. The central question relates to
the possible causes behind such a positive trend. Certainly many
factors are involved in accounting for what has been observed:
rising literacy, better health coverage, an expansion in trade, the
adoption of innovation and potentially- industrial policies and
improvements to institutions being among the most important of such
factors. In this chapter we are specifically interested in this
wider context and discussion as to the role played by innovation in
economic development. We will focus upon possible future roles for
innovation in further pushing back global poverty and bringing
about development worldwide in the next few decades.

Keeping these questions in mind, the
present chapter unfolds into three sections. Section 2 provides an
account of how the economic development literature has advanced and
dealt with innovation, identifying what lessons one might derive
from the many different perspectives that have emerged on the
interrelationship between development and innovation. Section 3
then reviews the innovation literature and its approach to economic
development from a rather symmetrical standpoint to the previous
section. Finally, section 4 summarizes the main topics dealt with
throughout the chapter and sets out a forward looking perspective
on how innovation and development may be expected to interact over
the next few decades.

2. How has the academic literature on economic
development approached innovation?

The early days

Despite being intimately inter-related in
practice, innovation and development have to a large extent been
dealt with as two separate academic topics. Economic Development
emerged and evolved as an autonomous field of study essentially
after World War 2, as the implementation of the Marshall plan in
Europe and the newly-gained independence of the former European
colonies raised the issue as to which were the best developmental
policies for the new context. Regarding economic analysis of
Innovation, many empirical studies on technological change and
innovation have been carried out since the 1960s, in the wake of
Solow's work, with the introduction of this topic as an autonomous
subject in undergraduate or graduate curricula in effect since the
1980s.

For many years, the literature on economic
development did not even mention the word innovation. As a matter
of fact, the equivalent terms that dominated that literature until
a few decades ago were technical progress or technological change.
This is ironic as Joseph Schumpeter, best known for being the first
academic to systematically conceive of innovation, published a book
in 1912 entitled precisely The Theory of Economic Development
(Schumpeter, 1912). In this work, he began by putting forward a
model in which the economy operated in a circular flow. It was the
introduction of innovations by pioneering entrepreneurs that
enabled the economy to move out of the initial static equilibria of
the circular flow. Indeed, it was also within this sequence that
creative destruction, brought about by the introduction of radical
innovations, generated the dynamics of the business cycle. However
this insight of Schumpeter was not carried over into studies on
economic development produced in later decades, possibly as such a
view was seen as more applicable to mature capitalist economies
than to poorer developing nations.

Balanced versus unbalanced growth: searching
for the development engine

Rather than being inspired by Schumpeter,
early development theory was influenced by Keynesian growth models.
In these earlier approaches, the capacity to raise saving levels so
as to finance capital accumulation was seen as a key condition for
growth to take place (Domar, 1946, Harrod, 1948). From this
perspective, economic modernization and progress depended upon the
possibility of raising savings and investment rates, an objective
unachievable through policy measures. A similar emphasis on the
accumulation of tangible capital was sustained by Marxist authors
such as Dobb (1951).

Soon, however, there was a departure from
these views, perceived as too simplistic in assuming the economy to
be mono-sectorial. The debates rapidly moved on to the problems of
balanced versus unbalanced growth and the structural composition of
the economy. Lewis (1954) put forward his dualistic model of a two-
sector economy, composed of a traditional and a modern sector. The
traditional sector coincided with agriculture in rural areas while
the modern sector essentially coincided with the modern industries
concentrated in urban areas. Nowadays, we would state that the
modern sector is the carrier of innovations into the economy.
Trickle-down effects from the modern to the traditional sector were
the expected drivers of modernization and economic development. The
views on this sort of inter-sectoral dynamics were researched
further by Hirshman (1958). According to this author, the critical
aspect of development was not so much the saving and investment
rates but the actual ability to mobilize entrepreneurial
capabilities. In his view, existing entrepreneurs needed
encouragement in order to concentrate their investments on specific
sectors whose backward and forward linkages would generate leverage
effects throughout the whole economy. This emphasis on the economic
structure was later significantly expanded by perspectives focusing
on the relevance of the international specialization of the
different economies.

At odds with the dualistic and
structuralist views, the proponents of balanced growth (Singer,
1952, Nurske, 1953) claimed that development required bringing
about a coordinated expansion of several sectors. As markets are
limited in developing economies and as overall output growth
depends on existing demand, the balanced growth proponents stated
that the existing sectors had to co-evolve to generate mutual
demand large enough to provide the necessary leverage for overall
economic growth. This was regarded as particularly important as
developing countries were seen as having only limited opportunities
for exporting to an international market dominated by the OECD
economies.

It was this last insight that led to
another set of inter-related approaches within the field of
economic development. Prebisch (1950), based at the United Nations
Economic Commission for Latin America, formulated his thesis that
developing countries had to promote import-substitution policies as
the world had evolved into a centre-periphery relationship in which
developing nations were condemned to export raw materials and
primary goods to rich nations, while importing capital goods and
other technology-rich imports from the latter. Protectionism was
needed to ensure that domestic markets could expand and exploit
economies of scale—a critical characteristic of the most advanced
technologies of the day. These views crystallized afterwards to
form what became dependency theory, expounded upon by authors such
as Furtado (1973), Frank (1975) and Amin (1973).

Which technologies are best for developing
countries?

Since the 1970s there were, however,
several signs indicating progressive discontent with the direction
of development theory over the decades. Internally, there were
those such as Seers (1969) who contested the dominating growth of
fetishism, calling for academic analysis of development to turn
instead to qualitative aspects more related to human needs. Amartya
Sen became the leading exponent of this group of approaches, given
his proposition that the critical aspect of development was the
freedom of individuals to do or to become something. This right of
access could only be achieved when individuals were equipped with
capabilities appropriate for implementing their choices (Sen,
1980).

It was within this qualitative set of
approaches that an influential book emerged entitled Small is
Beautiful (Schumacher 1973). The book brought to the debates on
development not only the idea that economic growth might not be a
central objective, but further suggested that growth might be
harmful and, perhaps best avoided by societies. These ideas
originated within an intellectual climate rejecting the dominant
prevailing materialistic culture of advanced capitalist economies,
in conjunction with a growing global perception as to the limits of
growth imposed both by environmental degradation and by limited
stocks of non-renewable natural resources (Meadows et al., 1972).
In his book, Schumacher put forward the idea that many modern
technologies were harmful and that societies had to gain by
sticking to smaller-scale technologies, which might be either
traditional, or possibly intermediate, technologies. Such
intermediate technologies were portrayed as more productive than
traditional technologies but with a lower capital intensity and
much less damaging to the environment than modern scale-intensive
technologies. Schumacher's ideas led to the establishment of the
intermediate technology movement that branched out into two
streams, one within a developing context, with many locally- based
experiments with appropriate technology implemented over the years
in poorer countries, and another within the developed economy
context, with the search for environment-friendly technologies. It
must be stated that Schumacher's work had very important earlier
roots in the thinking of Mohandas Gandhi. India's independence
leader had advocated small, local-based technology as a means for
Indian labourers to become self-reliant and able to compete with
the large-scale technologies deployed by the British. In fact,
large scale technologies are typically centralized and, as such,
were used by the colonial power as a way of concentrating
production and imposing prices on indigenous populations.

This intermediate (or appropriate)
technology perspective is convergent with Amartya Sen's
perspectives on individual capabilities and self reliance.
Appropriate technology is regarded as empowering the poor by
allowing greater individual and local community autonomy while
simultaneously respecting the environment. It was in keeping with
these perspectives that radical views were advanced by thinkers
such as Vandana Shiva (1992, 2000). In her 1992 book, she distilled
criticisms made in respect of what is termed the green revolution.
While many have defended the achievements brought about by the
green revolution through the application of modern science to
genetically recombining the existing varieties of agricultural
species, many others have criticized it on social, political,
health and environmental grounds. The green revolution represents a
fascinating case-study for discussing how innovation impacts on
development paths and how technological choice is a current problem
that policies and societies should take into consideration.

It is interesting to note that the
intermediate technology views have more recently diversified into
quite a different perspective. C. K. Prahalad, who was well known
for books on strategy and knowledge management, in 2004 published
The Fortune on the Bottom of the Pyramid: Eradicating Poverty
through Profits. The bottom of the pyramid (or simply BoP as it
became known) is the 4 billion poor living worldwide on less than
$2 a day. Basically, Prahalad's idea was to adapt and integrate the
solutions of the past—development aid, subsidies, government
support, exclusive reliance on deregulation and the privatization
of public assets—within a broader market-based approach. He made a
call "to mobilize the investment capacity of large firms with the
knowledge and commitment of NGOs and the communities that need
help" through the co-creation of unique solutions. Thus, in this
view, the poor were not seen as a passive market upon which
business firms impose existing products, but rather as an active
part of the innovation process itself, which should involve
multinational national corporations (MNCs) in the co-creation with
them of new products adapted to their needs and wallets. Prahald's
approach stimulated an important stream of literature focusing on:
1.how the poor should be involved in the co-creative process
for their own benefit (e.g. Ramani et al., 2009; Ghazi and
Dusyters, 2009); 2.MNC corporate social responsibility in the
Third World (e.g. Rangan etal., 2007); and 3.specific
case studies that show how MNCs profit from a global market worth
$5 trillion, highlighting evidence on many important pro-poor
innovations.1 In a way, the
literature on BoP innovation goes beyond the older literature on
technology choice (e.g. Stewart, 1978), which tended to conceive of
the option between endogenous (traditional) technology and foreign
technology as alternative paths, as the newer approach emphasizes
the integration of efforts made by the local poor in developing
countries and (mostly foreign) MNCs.

Has development economics developed?

Apart from the recent (qualitative)
contributions highlighted in the previous paragraphs, most research
on development economics over the last two decades has displayed an
analytical character, more concentrated on technical problems than
on the actual challenges of development. This happened not only
because the old development economics was discarded by mainstream
economists as methodologically unsatisfactory, but also because the
lack of advancement in developing countries helped to make policy
makers there grow weary in the face of the excessively normative
and impractical nature of the existing theories. As a result, in
recent years, a significant percentage of research on development
economics has followed a different route, especially under the
auspices of the new growth economics, as a continuation and
refinement of the economic growth models that Robert Solow and
colleagues had put forward in the late 1950s and 1960s. Lundvall et
al. (2009) provide an interesting account of this evolution,
concluding that "currently mainstream economics tends to use
developing countries' problems as offering interesting
opportunities to make use of advanced theoretical models and
econometric tools while the interest in understanding the
structures that lie behind underdevelopment and the mechanisms that
might trigger development tend to end up as being of secondary
importance".

However, development economics has not
exclusively moved along an analytical path. On the one hand, the
perspectives opened up by Amartya Sen led to an important
reconsideration of what exactly is meant by development,
concentrating on the relevance of the freedoms and capabilities of
both the individual and the society. On the other hand, much
empirical work has been produced about successful instances of
development and catch-up in recent decades, providing valuable
insights into the strategies advanced for effectively learning and
incorporating innovation into the development process. It is
precisely to this last stream of literature that we turn in the
next section of this chapter.

3. Innovation, learning and catching up: new
perspectives on economic development

This section offers a sort of mirror view
of the previous one that reviews the research on innovation
relating more directly to economic development. It starts by
briefly presenting the main concepts of the innovation literature
before highlighting the approaches to technology transfer and
technological learning within a development context. Finally, it
provides a summary of the approach to catching up, in which
innovation is seen as a central aspect to countries attempting to
swiftly move out of underdevelopment.

From innovation as a process to innovation as a
system

Innovation has been defined as the first
practical application of an invention. Normally, that application
takes place in an organized market in which innovating firms
introduce new products or supply already existing products through
using new processes. As Fagerberg (2005) pointed out, "To be able
to turn an invention into an innovation, a firm normally needs to
combine several types of knowledge, capabilities, skills and
resources. For instance, the firm may require production knowledge,
skills and facilities, market knowledge, a well-functioning
distribution system, sufficient financial resources and so on." In
this view, innovation is essentially a knowledge-intensive
process.

The forces behind innovation have been
divided into two main groups of factors associated especially with
market opportunities and technological opportunities. The market
opportunities argument was formalized into the so-called
demand-pull innovation model. In this model, innovation is
stimulated by needs such as illnesses or the search for more
energy-efficient processes for which the market has yet to provide
satisfactory solutions. This view was argued in a book, Invention
and Economic Growth (Schmookler, 1966), based on the study of
historical time-series of US patents, investment and production
from around the turn of the 19th century through to the 20th
century. Such a view came in for criticism from Mowery and
Rosenberg (1979), who claimed that not all innovations stem from
needs put forward in the marketplace. Specifically, these authors
argued that many innovations, in particular in the industrial
sectors that emerged in the second half of the 20th century such as
electronics, tended to stem from the application of scientific
discoveries or from the unexpected results of technological
research and development. These innovations, driven by
technological opportunities, led to the suggestion of a science and
technology-push model of innovation. These two contrasting views on
innovation came to be seen as complementary and later were
integrated into the interactive model of innovation (Freeman, 1979)
and elaborated in the recursive chain-link innovation model (Kline
and Rosenberg, 1986).

It was in this theoretical sequence that
systemic views of innovation emerged, suggesting the concept of an
innovation system. The innovation systems literature (Freeman, 1987
and 1995; Lundvall, 1992; Nelson, 1993; Edquist, 2004; Malerba,
2002) has attempted to integrate the forces of demand with science
and technology in a wider, systemic, context, in which different
actors and institutions with a role in innovation interact. This
view considers the introduction and adoption of innovations to be a
complex process stemming from the coordination of efforts between a
diversity of stakeholders. Furthermore, this approach has pointed
out that the innovation process is strongly affected by historical
trajectories and by normative environments -- i.e., it has
demonstrated that innovation is an institutionally embedded
process. The innovation systems approach builds upon not only the
simpler models of the innovation process, which were briefly
reviewed above, but also on the S&T system concept developed in
the 1960s as well as the old and modern institutionalist
schools.

In recent years, this innovation- systems
approach has fed through to the analysis of economic development in
two streams of analysis. Firstly, by putting forward the national
innovation system concept,2 which
highlights the need for individual actors (firms, consumers,
universities, financial operators, civil servants, intermediate
organizations...) coordinating their efforts through collective
strategies and forward-looking visions presented at the national
level. This concept has been applied to a huge array of economies,
initially to mature economies but increasingly to emerging
economies and many poorer developing countries (for example, see
Arocena and Sutz, 2000; Gu and Lundvall, 2006a and 2006b; Joseph
2006; Lastres and Cassiolato, 2005; Lastres, Cassiolato and Maciel,
2003; Liu and White, 2001; Oyelaran-Oyeyinka, 2006; Viotti, 2002).
Secondly, as this approach has evolved into the analysis of
learning systems, the focus has moved on to the mechanisms behind
the production, adoption and diffusion of new productive knowledge,
which are of course critical for developing economies. To a certain
extent, this second stream of analysis connects both with the older
literature on technology transfer as it looks into sources of
technology within a development context and with the more recent
literature on technological learning, both of which are briefly
reviewed in the two subsequent points.

Technology Transfer

In the older literature on technology
transfer, developing countries were portrayed as followers, to a
greater or lesser extent expected to passively absorb and adopt
innovations pioneered by leading economies. To this end, all they
had to do was to tap into the sources of foreign technology, of
which the most important was the import of capital
goods.3 Other channels
consistently analyzed by the technology transfer literature
included foreign direct investment (FDI), joint-ventures,
technology licensing and subcontracting by original equipment
manufacturers (OEMs). Concerning FDI, this has generally been seen
as having a positive role in the transfer of know-how, though with
significant limitations. A common view by the mid-1990s was that
FDI was an effective means of transferring innovation but not
necessarily the innovative capabilities themselves (Lall,
1996).

These technology transfer sources were
extensively discussed in relation to the cases of several
successful newly industrializing economies. Analyzing the four East
Asian dragons (South Korea, Taiwan, Hong Kong and Singapore),
Hobday (2000) pointed out how different mechanisms worked
effectively in each case. In the case of South Korea, several of
the Korean chaebols started by subcontracting production capacity
as OEMs to large Japanese corporations before next proceeding to
produce design and development while still supplying finished goods
as subcontractors, before later entering into merchandising and
selling their products under their own brands worldwide. This
sequential process allowed them to absorb critical know-how from
their contractors and acquire innovative capabilities in product
and process engineering. In contrast to Korea, in the Taiwanese
case the smaller electronics and IT firms of this country focused
mostly on importing technology through licensing foreign
technology, a path with a certain resemblance to that followed by
Japan a few decades earlier (Freeman, 1987).

A relevant recent development in these
perspectives on technology transfer has been the analysis of global
value chains (GVCs) (Ernst, 2001; Kaplinsky, 2005). This analysis
provides evidence and insight on how developing countries and their
domestic companies are involved in global supply chains. A central
topic of this perspective has been the governance mechanisms of the
GVCs (Gereffi et al., 2005), assessing with which statute and in
which operations (assembly, design, marketing…) developing country
companies participate in the GVCs.

It should be noted that the focus on the
need and interest of absorbing foreign technology contrasts
considerably with certain perspectives on economic development that
for several decades influenced many countries, namely the
structuralist and dependency schools that advised national
governments and developing economy companies to rely as much as
possible on their own resources and capabilities rather than on
foreign know-how.4

Technological Learning

To a certain extent, the literature on
technological learning in the developing world context provides an
integration of the more interesting aspects of the apparently
conflicting approaches that highlight the relevance of external and
internal sources of technological development.

Technological learning has been defined as
"any process by which the resources for generating and managing
technical change (technological capabilities) are increased or
strengthened" (Bell and Pavitt, 1993). This view portrays
technology as much more than machinery-embodied knowledge and
instead has focused on the cognitive aspects of the learning
process, stating that "technology is a... bundle of knowledge, with
much of it embodied in a wide range of different artefacts, people,
procedures and organizational arrangements. These embodiments of
knowledge include at least: product specifications and designs,
materials and component specifications and properties; machinery
and its range of operating characteristics; together with the
various kinds of know-how, operating procedure and organizational
arrangement needed to integrate these elements in an enormously
variable range of different production systems" (Bell and Albu,
1999).

Much of this research on technological
learning began by analyzing the mechanisms of technological
accumulation at the individual firm level, specifically looking
into large-scale companies from countries such as Argentina,
Brazil, Mexico, South Korea and India (e.g. Dahlman and Fonseca,
1987; Katz, 1985). The focus was on how individual companies
organized their process of capability- building through learning by
doing, combined with endogenous R&D. More recently, however,
the research on technological learning evolved into analysis of the
more complex structures in which developing country companies
interact with suppliers, customers and specialized
knowledge-generating organizations, such as universities and
R&D institutes. Thus, interest moved on from the realm of the
individual company to analysis of networks or clusters. According
to Bell and Albu (1999) such combinations of internally organized
capabilities with external knowledge resources "have come to be
described as industrial innovations systems, technology systems or
knowledge systems".

In this systemic context, convergent to
that put forward by the innovation systems literature,
technological learning is seen as a dynamic process of capability
acquisition and development, with the success of this process
depending on both historical trajectories and on the institutional
setting in which the process occurs. Furthermore, in contrast to
the idea of technology absorption through the importing of capital
goods, technological capabilities are not seen as the result of a
single occurrence or event but as a time-dependent process
associated with a long-term purposeful organization of efforts by
firms and other relevant actors in the national innovation
system.

Catching Up

Catching up refers to the ability of a
given country to reduce its productivity differential vis-à-vis the
leading economies over a given historical period (Fagerberg and
Godinho, 2005). The catching-up literature has stressed that
endogenous and exogenous factors combine in triggering productivity
rises. The historical antecedents to the catching-up literature
stretch back to early in the 20th century, with the work of
Thorstein Veblen on the German catch up. However, more systematic
contributions took place concomitantly with the early literature on
development and economic growth, particularly the work of
Gerschenkron (1962).

Gerschenkron adopted an essentially
optimistic view about the possibilities of countries evolving out
of underdevelopment, suggesting that the more backward a country
is, the higher its potential for a fast catch-up process. This
paradoxical view was seen as possible as underdevelopment
originates a tension between the existing backwardness and the
promises offered by economic development. Such tension would
facilitate a quick rise in the investment rate and a concentration
on the rising industries and technologies. This view of
Gerschenkron has been extensively tested by many econometric
studies, analyzing the negative relationship between initial GDP
per capita and its rate of growth for samples with a large number
of countries (e.g. Baumol, 1986; Lucas, 1988; Barro, 1991; Barro
and Sala-i-Martin, 1992; Quah, 1993).

Despite its essentially optimistic
outlook, for many in the developing world, the perspective on
catching up has been negatively associated with linear historical
views such as those put forward by W. W. Rostow (1960). Rostow
stated that all countries have to evolve through pre-determined
stages of growth, with developing nations expected to mature along
similar lines to those of the US or the UK over the 19th and 20th
centuries. According to Rostow, the economic development problem
basically related to the capacity to mobilize the resources
necessary for the take-off from backwardness to modernity. The
rejection of Rostow's scheme to a certain extent echoes the
arguments reviewed earlier about the need for developing countries
to encourage and deploy appropriate technology. However, it should
be noted that the research on catching up and the work of
Gerschenkron himself do not impose any need for countries to evolve
through similar stages of development with catching up linked to
the conditions necessary for reaching (and eventually surpassing)
the productivity levels of the best performing economies in each
historical period in a relatively short period of time.

One possible reason for suspicious
attitudes towards catching-up theory is the sheer frustration felt
by both academics and policy makers in the developing world given
the gigantic difficulties and backlashes faced in overcoming
underdevelopment. However, it should be pointed out that there are
certain variations within this approach ranging from the more
positive views that accept the feasibility of technological
leapfrogging, given certain windows of opportunity (e.g. Pérez and
Soete, 1988), to other views that have emphasized the many existing
barriers and a very diverse set of pre-requisites, especially in
relation to the need for prior technological accumulation over
lengthy periods of time (Pavitt, 1985).

The mainstream catching-up literature has
focused precisely on these latter aspects. Following Gerschenkron's
insight, most research on catching up soon concentrated on the
technological pre-requisites, viewing innovation as a central
aspect to efforts by poorer economies to rapidly close the economic
gap in relation to mature economies. It was as part of this
research that a technology gap hypothesis was put forward (Posner,
1961; Fagerberg, 1987; Fagerberg and Verspagen, 2002), suggesting
that the greater the technology gap, the greater the potential for
catching up. However, while concentrating on the opportunities
generated by investing in technology and innovation, the theory
underlying this hypothesis has emphasized that technology is not a
global, freely available public good. The difficulties faced in
absorbing foreign technology gained particular emphasis in
conjunction with the need to couple this with the local
accumulation of technological know-how through endogenous R&D
and other learning activities.

Furthermore, and also in accordance with
Gerschenkron's insights and earlier approaches such as Veblen's
(1915) analysis of the German catch-up, most research on technology
gaps has stressed how catching-up candidates have to meet certain
institutional pre-requisites. Abramovitz (1994) pointed out that
aspiring economies should combine technological congruence with an
indispensable social capability. By technological congruence, he
meant the degree of coherence between economic aspects such as
resource endowment, the degree of specialization in different
technologies, the configuration of demand, the prevailing market
characteristics and the country's position in terms of physical
infrastructures. By social capability, he essentially encapsulated
cultural and institutional factors, such as the levels of education
and technical competence, the political climate, the capacity of
business and research organizations to interact and, in more
general terms, the economic culture framing entrepreneurship,
innovativeness and the risk-propensity of economic actors.

This focus on institutions follows in the
footsteps of work by economic historians such as Landes (1969,
1998) and North (1981, 1990). Landes argued that the earlier
economic advancement of some European countries such as Britain was
highly correlated with the presence of a set of efficient
institutions, such as the enforcement of contracts and the personal
liberties needed to guarantee geographic and social mobility. North
adopted a standpoint closer to economics in the sense that he
departs from the uncertainty that characterizes economic exchanges,
depicting markets as part of the regulating institutions necessary
for economic activity to advance. In his later work, he also
portrays government as part of the institutional machinery needed
to smooth out economic exchanges.

Some of the most influential empirical
research on recent cases of catching up converges around findings
within the framework put forward by economic historians working
within an institutionalist perspective. Wade (1990) pointed out in
his analysis of Taiwan and other East Asian countries that the
appropriate combination of free market and government intervention
accounts for the rapid industrialization achieved, particularly in
terms of coordinated resource-allocation decisions. Rodrick (2007)
was clear in stating that "the hallmark of development is
structural change—the process of pulling the economy's resources
from traditional low-productivity activities to modern high
productivity activity", while also feeling the need to stress that
"this is far from an automatic process and requires more than
well-functioning markets. It is the responsibility of industrial
policy to stimulate investments and entrepreneurship in new
activities especially those in which the economy may end up having
a comparative advantage".

Further to the focus on proper
institutions and adequate coordination between markets and
government, recent empirical literature has also demonstrated that
rapidly catching up in terms of productivity typically results from
a combination of selective protectionism along with opening up to
foreign sources of knowledge (Chang, 2002; Hobday, 2000).

4. Concluding remarks

One important topic present throughout the
literature reviewed in the previous sections concerns the
possibility of developing nations deciding on which technologies
best fit their needs. As seen above, Rostow's linear view of all
nations following a similar sequential trajectory imposed the fate
of following in the steps of the leading economies on the
developing world. In this perspective, the task of developing
economies would above all be to concentrate on fine-tuning the
absorptive mechanisms and sequentially adopt the technologies
invented earlier on by the leading economies. Simplistically
expressed, this is the rationale behind the most basic notions of
technology transfer. It was in part the rejection of this view that
led to the concept of appropriate (or intermediate) technology put
forward by Schumacher and others, thereby suggesting there is a
technology space from which many alternative picks are
possible.

Currently, the literature on technological
choice extends far beyond the developing countries context to claim
that alternative technological routes might be pursued even in a
developed economy context. Such a perspective, for example,
underpins the longstanding critiques of Fordism and Taylorism that
discuss the deskilling effects of modern technology (Braverman,
1974; Noble, 1977, 1984), the works of the Tavistock Institute on
socio-technical systems, or the approach that proposes
'anthropocentric production systems' (Lehner, 1992).

The fact that some developing nations have
been creating and effectively diffusing some appropriate (process
and product) technologies seems to confirm the view that
alternative technologies might actually be implemented with
success. The recent introduction of the Tata Nano, designed and
produced in India, is a very interesting example confirming this
assertion. This new car has involved important process and product
innovations that have been classified as radical and disruptive at
a world level (Lim et al., 2010).

However, despite the idea of a technology
space -- within which different technological choices can be taken
-- now being widely accepted, the consensus is also that such a
technology space has no infinite possibilities given natural
resource shortages and limited design alternatives. This view
further implies that as a nation evolves towards higher GDP per
capita levels, attempting to catch up with and eventually overcome
the leading economies, the choices available within this technology
space become much narrower. This happens because as a country or a
regionally-concentrated cluster of firms begins to approach the
state-of-the-art in any given technological field, the main
constraint for advancing further becomes the scarcity of knowledge,
which on the state-of-the-art frontier is complex and uncertain.
The corollary is that when a nation seeks to become competitive at
a world level in advanced technology, the practical choices for
alternative technologies are significantly reduced. Of course, even
in these circumstances, catching-up candidates do not need to
invest in narrow-space high-technology across all economic
activities, particularly in those activities whose outputs might be
non-tradable. However, investing in at least a few of the most
dynamic technologies of the day makes sense, not only because these
typically generate higher earnings in expanding markets, but also
because specialization in such technologies might produce the
network, trickle-down and dynamic effects mentioned by the earlier
development literature (e.g. Rosenstein-Rodan, 1943; Lewis, 1954;
Hirshman, 1958, or Kaldor, 1966).

Another important topic dealt with by the
literature reviewed in the sections above relates to the question
of knowing whether a 'proper' or 'most advisable' sectoral
composition of the economy is desirable. We may easily understand
that most of the arguments set out in the paragraph above in
relation to the choice of technologies and high tech investment can
easily be replicated in the context of this discussion on the
sectoral composition of the economy. Balanced development might
certainly be more desirable in social terms as it would avoid mass
migrations or the high unemployment costs stemming from swift
changes in the economy's composition. Nevertheless, as economies
wish to move on to leading edge technologies, there is hardly any
alternative to accepting the roller coaster of creative
destruction, at least to the extent that the world continues to be
a collection of competitive nations and regions as has happened
over the last millennium. Innovation is the epicentre of
Schumpeterian dynamics and even though all sectors perform
innovative activities, the intensity of such activities is unevenly
distributed across sectors.

The catching-up literature has shown that
the nations that have been the most successful in advancing rapidly
in economic terms are those which have specialized in certain
technologies and sectors. As pointed out by Fagerberg and Godinho
(2005), the existing empirical evidence confirms that "the
countries that have been most successful in catching up, namely
South Korea, Taiwan, and Singapore (and Japan before them) have
all—after initially having acquired some capabilities through more
traditional activities—aggressively targeted the most
technologically progressive industries of the day, in which they
today play an important role". The higher complexity of the newer
technologies in each historical period opens up the possibility for
innovative firms and countries to capture niche markets with
potential monopolistic rents. Further to these arguments that focus
on supply-side aspects, on demand grounds the analysis has also
shown that nations have advantages in specializing in certain
sectors rather than in others. Following on from earlier insights
into the technology-gap theory (Posner, 1961) and the life cycle
approach (Vernon, 1966), Lafay (1982) precisely demonstrated that
nations specializing in the products and sectors where
international demand grows faster also turn in better economic
growth performances.

The advocacy above of the advantages of
certain sectoral specializations over others does not mean,
however, that an 'optimal' specialization might exist for each
given historical period. Specialization should be seen and treated
as context-dependent. Resource allocation is a primary determinant
of specialization, as pointed out by classical trade theory. For
example, economies well endowed with resources such as beaches,
sun, forests or valuable monumental heritage have advantages in
specializing in tourism-related services. Indeed, the geography and
characteristics of each country, in terms of its territory,
population and market size, bear important implications in terms of
possible sectoral specializations. However, historical evidence has
made it clear that (at least for larger-sized) developing nations
willing to succeed, there is little alternative but to invest in
the most dynamic and innovative technologies and industries.

Another central lesson stemming from the
literatures reviewed is that the successful adoption and creation
of innovations in the developing world needs a corresponding
institutional climate; otherwise investment in technological
accumulation risks failing just as investment in capital goods or
infrastructures proved a failure in previous development contexts.
Taking as a basis their historical reality, countries need to build
upon and adapt their institutions to the challenges of dealing with
technological knowledge that often has a scientific background.
This means a capacity for organizing and strengthening national
innovation systems, setting up and improving communication channels
between the relevant actors, while simultaneously nurturing the
necessary trust so that these interactions also intensify in
quantity and quality.

The recent advances of countries like
China, India or Brazil stem to a large extent from their ability to
put in place the building blocks of their national innovation
systems. For smaller countries, however, this task may prove harder
as they lack the capacity for similarly establishing critical
masses of resources and benefiting from dynamic economies of scale
and networking effects to effectively gain a proper return on their
investments. Smaller countries might, however, adopt different
technological strategies through relying more on natural resources
or service-oriented strategies rather than on classical
industrialization strategies, while simultaneously integrating
further into the global knowledge networks so as to screen the
technology sources needed.

One aspect that has changed dramatically
over the last two decades in relation to innovation and economic
development has been the global geography of business R&D.
While twenty years ago the R&D carried out by MNCs was
concentrated almost exclusively in their home countries, the
situation has now substantially changed with a degree of R&D
delocalization to third countries never before experienced. Another
aspect that has also changed dramatically has been the
international organization of intellectual property right (IPR)
systems. The TRIPS agreement was introduced as an Annex to the
founding treaty of the WTO, and as such almost all the world has
come (or is coming) under a common set of rules for IPR. It is
interesting to note in this respect how countries like India and
Brazil (and to a lesser extent China as well), which disputed
several provisions of that agreement, are now among the countries
where domestic IPR usage is rising fastest. As noted by Godinho and
Ferreira (2010), "both China and India have been experiencing a
historical take-off in the use of intellectual property rights
(IPR). As for national IP office applications, the evidence is that
by 2009 China became number one worldwide in trademark
applications, while India is just behind the US, Japan and the
Republic of Korea. Concerning patent filings, China ranks third
worldwide and India ranks ninth." Brazil is also more intensely
using trademarks and patents and while for this latter IPR type it
is not yet in the global top 10, it ranked third worldwide for the
former at the end of 2009.

The trends in this sort of indicators
point to two different aspects that should be kept in mind for
future debate on innovation and development. The first is that
innovation is clearly becoming a central part of emerging-economy
development processes in the same way as happened before in other
cases of successful catch up. The second is that, nowadays,
developing economies can hardly look inward if they want to further
their economic development prospects. On the contrary, while caring
for domestic conditions, they need to search thoroughly for
adequate sources of know-how, learn to benefit from participation
in knowledge networks, compete for outward FDI in R&D and adapt
creatively to the complexities of global institutional frameworks,
such as IPR.

Of course, as innovation becomes a central
component of economic development, as is happening in China, India
and other emerging economies, developing countries will need wise
policies to deal with both environmental spillovers and the
Schumpeterian waves of creative destruction. Research carried out
over the past decade shows precisely how the acceleration in
innovation has increased income concentration in the developed
economies since the 1980s (Levy and Murnane, 2007). Similar effects
might be expected in the developing economies as well if
appropriate policies are not implemented to combine leading-edge
innovation with what has been termed pro-poor innovation.
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1 In this regard, the "Special Report on Innovation
in Emerging markets" published by The Economist in its 17th April
2010 issue, is highly recommended as it provides many interesting
examples of pro-poor (or by-the-poor) innovations.

2 An internet search carried out in mid-2010 of the
"National Innovation System" concept, brought about 742,000 results
in Google, while the search for the equivalent "National System of
Innovation" expression brought about a further 266,000 results.
Together, this represents more than 1 million references to the
concept in documents available on-line!

3 This view brings us back to the problem addressed
by earlier development models: the ability of macroeconomic policy
to optimize the savings and investment rates.

4 One of the corollaries of these more
inward-looking perspectives was that economic development had to be
balanced with the simultaneous growth of all economic sectors as
the developing countries could not overly rely on specialization
and the opportunities presented by a trading system largely
dominated by OECD countries.
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This essay will be concerned both with
Innovation in Services and Service Innovation. Innovation in
Services refers to both product and process innovation in service
firms, sectors and industries. It may involve the development of
new or improved services, while Service Innovation specifically
relates to the creation of new services—though this can involve
service-providing organisations in all sectors. The phrases have
these different meanings first, because the term "service" can
refer to the service product or to the industries that specialise
in such products; and second, because service products can be
generated by organisations that do not specialise in services. Thus
manufacturing firms may deliver all sorts of customer and
after-sales services.

Both terms reflect themes that were long
neglected by social and management researchers, but that have
received increasing attention since the 1980s and especially since
the 1990s. Table 1 displays data on the prevalence of various terms
in publication titles. These results are certainly "noisy", but
point to a striking increase in attention to these themes. (The
dramatic increase in use of "service innovation" in the most recent
period partly reflects use of this phrase in library service
research and a range of computer and informatics contexts.) While
innovation studies were taking off—almost 300 publications using
"innovation" in their titles were recorded in 1970 alone, and
almost 500 in 1975 alone—the overwhelming focus was on innovation
in manufacturing industries. We can locate some earlier studies of
innovation in health and local government, for example, but there
was rarely much attention to services as a whole, or even to a
broad range of types of service industry. Manufacturing industry
provided the paradigm for innovation analysis, and services would
thus be considered as deviant, low-innovation industries. Where
there were technology-based services—such as telecommunications or
indeed health—then the main source of innovation was seen to come
from manufacturing industries such as electronics or
pharmaceuticals. Service industries and organisations were largely
passive receivers of these innovations. Thus in Pavitt's (1984)
classification of industrial innovation styles, service industries
were all classified as "supplier-led"—though he had modified this
view by the 1990s (Pavitt, 1994).

The growth of attention to innovation
involving services has been driven by the rising significance of
service activities in industrial societies and around the world, as
well as the emphasis on service in the competitiveness of firms of
all types. Recent research draws on many sources, including earlier
traditions of work on service organisation and marketing, as will
be indicated below. Some researchers stress the continuities
between innovation in service and manufacturing industries (this is
particularly the case with research using large-scale surveys)
while others stress distinctive features of innovation in services
(this is particularly prevalent in case study research). Two rather
similar accounts of these various approaches were developed by
Gallouj (1998) and Coombs and Miles (2000). Each account proposes
that approaches to service innovation can be conveniently
classified into three groups (they even give the same name to two
of these groups). Each of these classifications has been adopted by
several subsequent scholars, but in a recent overview of service
innovation research Droege et al (2009) proposed that the two
classifications actually propose four approaches in all:

• Assimilation approaches (noted by Coombs
and Miles)—The basic idea here isthat most economic
attributes of services are fundamentally similar to those of
manufacturing sectors. What differences exist are more a matter of
(often relatively minor) quantitative placement on one or other
continuum. Both services and manufacturing can be effectively
studied and statistically documented according to the methods and
concepts developed for manufacturing. Such approaches assume that
the theories and concepts developed in manufacturing contexts
readily apply to innovation in services. Innovation can be measured
in similar ways, and is liable to be produced and managed in
similar ways. What differences there are reflect the fact that
services tend to lag behind other sectors. Such an approach is
apparent in many of the earlier statistical studies of innovation
in services that deployed the data produced in the Community
Innovation Surveys (CIS). Such studies typically failed to reveal
striking differences in the ways manufacturing and service firms
set about innovating. A similar viewpoint is advocated in many
mainstream accounts of topics such as trade and productivity, where
it is suggested that existing instruments will work effectively to
describe the service economy.

• Technologist approaches (identified by
Gallouj. In Gallouj and Savona (2010) he suggests that these are
actually the same as Coombs and Miles' assimilation approach,
though Droege et al. consider the two approaches to be
distinctive). Here stress is put on the important role of new
technologies (especially Information technologies) in services.
Gallouj and Savona see this as leading to an assimilation of ideas
from studies of innovation in manufacturing, which also tend to
stress technological innovation. But some authors have stressed
technological innovation, while arguing that the trajectory of
service innovation is distinctive. For example, the "reverse
product cycle" proposed by Barras (1986, 1990) implies that service
organisations follow a distinctive trajectory of technology-based
innovation, beginning with use of new technology to render
production of services more efficient, and culminating in the
creation of new services. The emphasis on technology may resemble
that of many assimilationists, but the upshot is more like the
demarcation approach we discuss next.

• Demarcation approaches (identified by
both sets of authors)—argue that service activities are highly
distinctive. They may still be poorly understood, but what is clear
is that in many respects they have dynamics and features that
require novel theories and instruments. This approach is displayed
in many case studies of service activities. It suggests at one
extreme that quite new instruments are required for investigation
of service activities, or that the results of established
instruments need to be interpreted in new ways. For instance, since
services conduct little R&D (on the whole), R&D-intensity
is a poor indicator for identifying "high-tech" or
"knowledge-intensive" services, and new approaches are required
(e.g. skill profiles of the workforce). Since much service
internationalisation takes the form of investment, franchising and
partnerships rather than conventional exports, the analysis of
services "trade" has to pay more attention to such modes of
presence. The distinctive features of services include intangible
and unstoreable products, and high degrees of interaction with
customers (up to the point where consumers are often seen as
"coproducing" services). Such features not only mean that service
industries lag behind In terms of innovation, but also that their
types of innovation and innovation-management processes are very
different from those seen in manufacturing. A case for demarcation
is also made in much of the service marketing literature, and in
some studies of productivity analysis that point to particular
problems in assessing service productivity in conventional terms --
e.g. Gadrey, 2002, (Grönroosa & Ojasalo, 2004)

• Synthesis approaches (proposed by both
sets of authors)—accept that studies of services bring to the fore
issues that require examination. But the idea here is that these
are not exclusive to service industries and organisations. Thus
studies of service innovation have highlighted features of
innovation that have been neglected in most examination of
manufacturing innovation, and the argument goes that a
comprehensive analysis and more adequate indicators can provide an
enriched understanding of innovation right across the economy. This
will not only cover the service activities of manufacturing firms,
but also help account for variations within and across goods and
service innovation.

The idea that a synthesis of approaches to
innovation in manufacturing and services can be achieved is a
promising one. For one thing, many manufacturing firms actually
sell services as well as goods, and all of them produce some
services for internal or external use. It is likely that innovation
in these service activities will differ from conventional
manufacturing product and process innovations; for example, it is
likely that the web portal of a manufacturing firm will develop
along similar lines to, and pose similar issues to, that of a
service firm.

Furthermore, it can be argued that in many
respects there is convergence between manufacturing and service
sectors (Miles, 1993). One aspect of this convergence is that there
is a greater resemblance between manufacturing and the traditional
view of services (for example, producing more customised products,
having closer links with consumers, etc.). At the same time, many
services are becoming like traditional manufacturing (standardised
and mass production of services by large firms, for example).

Another aspect of convergence may be the
increased emphasis on service on the part of manufacturers. Thus
Howells (2001) is just one of many recent researchers who have
studied the "servicisation" of manufacturing (and extractive)
firms. (For a survey-based study, see Avadikyan and Lhuillery,
2007, and an examination of small and medium-sized firms' goods and
service strategies by Susman et al., 2006). More generally, there
have also been many accounts of servicisation/ servitisation
processes in recent years.) Typically, this involves providing
services related to the goods manufacturers produce, or to their
production processes. In the former case, the new services may be
"product services" such as after-sales support, or other ways of
redefining the product that is sold to include, or even to consist
of, services, rather than merely the delivery of a material
artefact. Sometimes servicisation involves complementing the goods
with services such as finance, insurance, maintenance, software,
etc. Sometimes it involves a shift to a service focus, in which the
firm sees its job in terms of providing the outcomes for customers
that the goods themselves would be used to create: the firm can
then sell a promised amount of service rather than sell—or even
rent—the goods. A famous case of this is Rolls-Royce contracting to
supply hours of flight time rather than aircraft engines; and the
efforts by computer companies to sell cloud-computing services
rather than a computer kit itself can be seen in a similar light.
Such servicisation strategies are liable to influence innovation
pathways, as different costs are internalised and externalised by
the partners. The manufacturer will need to pay more attention to
the ways in which its goods are consumed—for example, by monitoring
usage through new sensors and software—and in turn this might
promote new product services in providing customer support and
equipment maintenance and disposal.

Even without the phenomena of convergence
and servicisation, the synthesis approach would argue for
comparative studies of (various) manufacturing andservice
sectors, and examination of the service activities of manufacturing
sectors; it certainly does not imply that there is no need for
close examination of innovation in services and service innovation.
Rather, the issues raised in such studies should be viewed in terms
of their potential importance across the whole economy.

Services: Diversity and Commonalities

Just as service innovation was long
neglected in innovation studies, so the service sectors were long
neglected in economic analysis and, not least, in the development
of economic statistics. For a long time indeed, there was very
limited information available on the "tertiary sector" (which was
even sometimes known as the "residual sector"). Even now
statistical data are often sparse, though this situation is being
addressed very seriously by statisticians in many countries and
international organisations. One achievement has been to establish
a far more detailed classification of service industries than was
available previously, and Table 2 outlines the current high-level
structure of the standard industrial classifications (NACE Rev 2),
in which service industries feature as sections G to R.1 ("Section" is used by statisticians as less
ambiguous than "sector".)

This statistical classification
demonstrates the range of activities that are covered by service
sections. Some services store, transport and repair goods—and
indeed catering services can also produce meals from raw
ingredients. Some services deal directly with people—educating or
healing them, providing haircuts and other personal services. Some
are much more concerned with processing information—moving it
around as in telecommunications services, creating new knowledge as
in research services, and applying knowledge for business or
personal use as in professional services.

This wide range of activities already
suggests that we might find different sorts of innovation taking
place in the various sectors: surgical or pharmaceutical
innovations may be important for hospitals but not for supermarkets
or hotels; new financial products may have little relevance for
sports centres or garages, and so on. These different sections are
engaged in very different sorts of activity, and may thus be
undertaking quite different sorts of innovation—some supplier-led,
perhaps, while others may be much more the products of the firms
themselves. Additionally, there are important differences in terms
of the way in which the sections are typically organised. Many
sections are dominated by smaller firms than is typical for
manufacturing, and indeed there are many micro-businesses,
involving just a few employees, in many services—family shops,
freelance artists, consultants and accountants. But some sections
are dominated by larger organisations—the financial services are
typically composed of larger firms, and public services like health
and education can be immense—the UK's National Health Service
employed practically 1.5 million people in 2010! The occupational
profile of sections also varies widely—some sectors have high
levels of unskilled employees, while others are the most
knowledge-intensive ones in the economy (in terms of educational
credentials, at least). In innovation research, particular
attention has been paid to two of the latter areas of service
activity—public services (NACE sections O, P and Q), and
Knowledge-Intensive Business Services (KIBS, mainly NACE section
M). It is interesting to note, in contrast, that earlier
explanations of the supposedly poor productivity growth in services
related this to the low-skill nature of many of the industries
(e.g. Fuchs, 1968). There are also differences in terms of the
markets served—consumers, businesses, and public authorities. (For
documentation of these variations, see Miles,2008).

Howells (2010) has even suggested that a
"segmentalist" approach to innovation in services is emerging,
reflecting the diversity of service activities and innovation
patterns, and moving away from analysing services as a whole. Even
a casual encounter with the literature on services is likely to
reveal that for every generalisation that can be made about these
activities, there will be numerous exceptions. (For example:
Services only create intangible products—what then about this
dental filling? Services cannot be stored—what about this website
or computer software? Services are coproduced with their
customers—what about this TV broadcast?, and so on.) But there are
several features that are common to many services, even if many
exceptions can be found. It is worth considering these
commonalities. The foreground social and economic characteristics
are quite distinctive from those typical of manufacturing, and the
implications for innovation are significant.

There are many ways in which differences
between manufacturing and services can be conceptualised—see Miles
(1993) for an extensive list—but two interrelated features underpin
most of these. The first of these features is the "intangibility"
of the service product. While manufacturing is about making goods,
service activities are about doing things—about changing (or
reducing change in) the state of people, artefacts, symbols, etc.
Intangibility is associated with such attributes of service
products and processes as the difficulty in storing or transporting
them, problems in patenting service innovations, and the difficulty
in demonstrating the service in advance of purchase. This latter
point accounts for the need for regulation of many services, and
the challenge that can confront the service supplier when it comes
to convincing consumers about the superiority of innovative
services.

As noted, some services have quite
tangible outputs. But typically the material costs of the dental
filling or the optical disc is a small fraction of the cost of the
professional labour involved in tailoring the filling or creating
the information content of the disc. It is the less tangible
aspects of the service that typically count as most important, and
which can be difficult for prospective purchasers or clients to
assess. One result of this is that many innovations from service
organisations involve adding more tangible elements to the service
(loyalty cards, for example), while others involve the creation of
demonstrator products (demo discs, movie trailers, free trials) or
certification of various forms (quality standards, membership of
professional bodies, etc.).

The second key feature of services is
their"interactivity"—referred to in other studies by such
terms as "consumer-intensity" (Gartner and Reissman, 1974), and
"servuction" (Eiglier and Langeard, 1987). This reflects the high
level of contact, exchange, and "touch" that is involved in most
services (Miles, 2005). It is helpful to think of the client as
coproducing the service, not least because this implies that
service innovation (if not necessarily innovation in service
organisations) is liable to involve learning and behavioural change
on the part of the user as well as the nominal service
supplier.

The extent of interactivity can vary
considerably. In the case of a consultancy service, there may be
protracted discussion about just what the problem is, there may be
in-depth questioning and observation from the consultant, the final
report and recommendations may be presented in a variety of
face-to-face settings, and need to be reflected upon and further
explored by the client. In contrast, a bus ride may involve little
more than turning up at the stop, buying a ticket, and sitting in a
suitable seat until the destination is reached. Consultancy
activities and bus trips can of course also vary immensely!

There are many forms that interactivity
can take, for example:

• Since the interaction involves
information exchanges, there is much scope for application of new
Information Technology—from using powerpoints to support
consultants' presentations and electronic whiteboards in teaching,
to automated teller machines and online banking services. These new
technologies are pervasive in service industries, and continue to
be the site of considerable innovation, not least as the
organisations learn new ways of enhancing their services through
their application.

• Much innovation centres, too, on the
distribution of activities between supplier and client, with
"self-service" proving one popular approach—not simply because it
can reduce labour inputs on the part of the service organisation,
but also because it can improve the quality and efficiency of the
experience for the customer. Such innovations require creation of a
mutually acceptable framework for identifying and accessing the
objects of the service, be this bank account details or consumables
on supermarket shelves.

• The experience provided by many services
is often dependent on the behaviour of multiple consumers, whether
these are contributors to a social networking website, other
passengers in public transport vehicles, or the other users of
sports or cinema facilities. In some cases some sort of input from
other users is needed to make the experience worthwhile, while in
other cases the consumer may really prefer to be alone.

One consequence of interactivity is that
the service supplier and client often need to be at the same place
at the same time, though the use of Information Technology may
reduce the need for this in respect of information services, at
least. Other important consequences of this feature of many
services are that service quality will be a matter not only of
supplier effort, but also of the clients' own inputs; that
productivity as measured by labour inputs by the supplier may be
achieved at the cost of more labour required from the user; and
that there is liable to be much heterogeneity among the outputs of
a service organisation. Some services may be relatively
standardised, but many others are customised or at least
mass-customised by the assembly of the service out of multiple
modules, put together according to customer requirements. Some
other services are completely bespoke ones, specialised to a
particular client requirement. Manufacturing varies as well,
between mass production, mass customisation, and small-batch
specialised production (rapid prototyping is a rare case of a
service industry that actually makes physical goods—though the
objective is to test the viability of designs). The heterogeneity
of outputs contributes to the difficulty in assessing service
quality prior to service production, and to the difficulties
confronting service productivity measurement.

One of the main trajectories of service
innovation has been what Levitt (1972) recognised four decades ago
as the industrialization of services. As service firms grew, they
could adopt a "production line approach," with more standardized
products produced on an almost mass production basis, with high
division of labour and use of technology. Increased
standardization, we can now see, can accompany mass customisation,
with standardised service modules combined in numerous ways to
produce services whose quality varies little from branch to branch
or franchise to franchise of hotels, fast food restaurants,
supermarkets, and the like. Many firms in such sectors that adopt
this model of service industrialisation are dependent on relatively
high levels of low-wage and fairly unskilled staff, often working
on part-time or insecure bases.

Service Innovation and New Service
Development

This essay began by noting some
ambiguities connected with the term "service", and in addition
there is one sense of the term that is particularly important in
terms of these common features. This is the sense that a service is
something done for somebody—that a service is about providing value
to another human being or set of human beings. (There are
inevitable exceptions. In informatics it is commonplace to talk of
computer systems and components as providing services to each
other, as in Service-Oriented Architecture. Then there are services
that are oriented to the well-being of natural environments, which
may directly affect no human beings though they may be thought of
as providing some satisfaction to those people who know about
them.) This sense of service comes to the fore in the recent stream
of work on "service-dominant logic" (see, for example, Lusch et
al., 2008, Vargo and Lusch, 2006). This stream originally stems
from service marketing studies, though it has achieved much wider
influence. It sought to move beyond approaches to service marketing
that saw services as simply intangible products that could be dealt
with by a little elaboration of the methods used for marketing
goods. Instead, the focus is on service as a process: service is
the process of applying resources to create benefits; and it is a
coproduction process, where both "supplier" and "client" make
contributions and gain benefits. All economic activity can be seen
in this perspective as an exchange of services.

Of course, the amount and type of effort
that is put in by the partners varies from service to service, but
the point that service users are typically engaged in activities
other than just purchase, and that these activities have a very
important impact on the quality of the service that is produced and
received, is important. This clearly relates to the notion of
"interactivity" introduced earlier, and to research examining
innovations involving these activities and the service
relationship. Currently there is much interest in the ways in which
service customers can be mobilised as "prosumers" to enhance each
others' experiences, for example in Web2.0 and social networking
applications, but there has been earlier work on how innovation may
centre on the servuction process (e.g. Belleflamme et al,
1986).

Change in service relationships and
associated experiences has also been a central theme in the
emerging discipline of "service design". Recent years have seen
many established industrial design firms move to handling aspects
of service design, as well as the appearance of specialised firms
with this focus. Education and scholarly research have only
recently begun to catch up with this, with a journal of service
design—Touchpoint—being launched in 2009. But a few early pioneers
had written on topics such as service design and quality
(Gummesson, 1990), so that sufficient material has been produced
for reviews to be available (Moritz, 2005; Saco and Goncalves,
2008).2 Among the things revealed
in such accounts are the distinctive techniques required for
service design, so as to reflect the co-evolution of user and
supplier behaviours and experiences in the course of service
delivery. Such techniques include service blueprinting,
storyboarding, and interface and interaction design. The need for
quite different design strategies from those that have been
prevalent in industrial product design reflects the importance for
services of such features as intangibility and interactivity.

Den Hertog (2000) makes the point that
service innovators need to be attentive to technological
opportunities, but should avoid a technologist's view of New
Service Development (NSD) ("technologist" is used herein the
Gallouj sense). They should rather consider what changes might be
effected in addition in terms of service concepts, client
interfaces, and delivery systems. This suggests that any innovation
can be thought of as a combination of, and possibly as changes in,
these dimensions as well as in the technologies being employed.

Much in the same way that discussions of
service design and innovation have emerged rather recently, so the
study of New Service Development (NSD) is relatively young—but
rapidly growing, and already the subject of several reviews. In
this case, Johne and Storey had already by 1998 been able to
examine a range of studies, reflecting what we have earlier termed
the interactivity of services. Customers and the understanding of
their roles, expectations and experiences, are particularly
important in NSD, given the likelihood that their cooperation is
critical in shaping the quality of the service outcome. The
employees who interact with customers also have to be taken into
account—both as sources of insight and co-producers of the service;
their informed cooperation is also vital. Typically studies of NSD
attempt to identify which factors make for successful introduction
of new services, with Martin and Horne (1993, 1995) also noting the
need for customer and employee (and managerial) participation in
the NSD process, together with strategic use of customer
information. In the service firms they studied, specialized
innovation functions were uncommon, and successful NSD was rarely
achieved by a few experts. The NSD literature frequently pays
attention to the strategies and characteristics of
service-producing organisations. Considerable emphasis is placed on
the role of service-employees training and broader learning
opportunities, on the scope for sharing information and
experiences, on the ease of establishing multifunctional project
teams, and the like. Similar prescriptions also emerge from studies
of manufacturing innovation, and it remains to be established
whether successful NSD is really that different—and indeed, whether
there are not huge differences across services of different types.
But it is clear from numerous studies (reviewed in Miles, 2005
2010, and elsewhere) that new services are rarely produced through
formal R&D departments and/or production engineering—though
such an approach is used in some very large service firms and
technology-related services in fields such as information
technology and engineering. More commonly, service innovation is
organised through transitory project management structures—and much
innovation emerges from ad-hoc, on-the-job experimentation. Surveys
of innovative service firms (e.g. Arundel et al., 2007, IOIR, 2003)
suggest that—perhaps surprisingly—such firms tend to report less
use of suppliers and customers as sources of information for
innovation than do manufacturing firms. (In contrast, consultancies
and competitors seem to be more important sources of information
for service firms than for manufacturers.) One sector that does
report more use of clients as sources of information is Business
Services—where there is often a very deep level of interactivity.
Wholesale and retail trade services are more likely to see
suppliers as influential, as might be expected.

Sundbo and Gallouj (2000) suggest that
several different ways of organising service innovation can be
differentiated (their analysis can be applied to process innovation
in service organisations as well as to NSD). Miles (2010, pp.
523-524) summarises their approach as indicating seven broad
patterns, while noting that particular service innovations may be
organized in different ways within the same organisation:

1. The classic R&D pattern, with
specialized departments conducting research of a strategic nature
does exist in some service organisations—mainly large and/or
technology-based ones, as noted above.

2. The Services Professional Pattern is
often found in knowledge-intensive organizations such as KIBS,
whose professionals frequently generate solutions for clients that
are ad hoc and highly customized. Their innovations typically rely
on employees' professional skills. Much innovation intelligence may
flow through professional networks and associations, or other
communities of practice. Many consultancy firms, and some "creative
industries" (e.g. advertising and design) follow such a model. One
major challenge for these firms is "capturing" and replicating
innovations that are made in practice by professionals, and much
attention in knowledge management is directed to this.

3. A Neo-Industrial Pattern lies between
patterns (2) and (3): alongside a specialized R&D or innovation
department, there is much more distributed innovation in the course
of professional practice. This often characterizes, for example,
health services and some large consultancies.

4. The Organized Strategic Innovation
Pattern is encountered in large service firms, such as airlines,
hotel chains, and retailers. Innovation is organized in the form of
projects that are directed by more or less transitory
cross-functional teams, working through distinct steps of project
management, and often with strong leadership from marketing
groups.

5. An Entrepreneurial Pattern
characterises start-up firms that offer services based on more or
less radical innovations: these may be technological or rely more
on new business models: many so-called gazelles, online services,
and others follow this pattern, across many sectors: typically it
is short-lived and they move into one of the other innovation
modes.

6. The Artisanal Pattern is found in many
smaller-scale and low-tech physical ("operational") services, such
as clearing and catering. These are classic supplier-driven
sectors, where major innovations are imported from other sectors
(e.g. manufacturing), though innovation may also be driven by
regulations and demand. Employees and managers may be sources of
(typically incremental) innovation.

7. Finally, the Network Pattern involves a
network of firms acting together, and adopting common standards or
operating procedures. There may be a dominant company in such a
network, and this has been the case in the rolling-out of such
innovations as ecommerce, where often a major customer has
requested that its suppliers use standardised means of electronic
trading. Many services are organized in franchise networks through
which such diffusion of innovations may take place: this is
familiar in sectors such as fast food and hotels, and also in some
professional sectors.

Innovation in Service Industries

Overviews of innovation in service
industries have been available for some years, too (e.g. Miles,
1994, and later reviews in 2005 and 2010), and much of the Handbook
of Innovation and Services (Gallouj and Djellal, 2010) also
considers this theme. These studies confirm the argument that the
organisation of innovation in service organisations typically takes
forms different from the R&D model supposedly characteristic of
manufacturing. In fact, as already implied by Pavitt's (1984)
taxonomy, many manufacturing firms do not follow this model—it is
most common in high-tech firms and in larger firms in other
manufacturing subsectors. (And, we might add, such firms do not
always apply this model across their range of activities—the
distribution and retail activities, and other product services, may
evolve quite independently of the product innovation itself.)

Survey studies which allow for comparisons
to be made across sectors have confirmed that service firms do
introduce innovations, although overall the service sectors may
have lower rates of such innovation than manufacturing firms
overall. But there are high variations across different sections of
services. The innovation budgets of service firms also tend overall
to be lower than those of manufacturing firms, even when we compare
firms of similar sizes (important because innovation behaviour
tends to be strongly associated with firm size, and, as noted, most
service sections are more dominated by small firms than is
manufacturing). However, the various parts of the service sector
differ considerably in terms of how frequently they innovate and
how far they invest in innovation. While there are exceptions in
all service subsectors, the general trend is for more
physically-oriented services like transport and wholesale and
retail trade to report lower levels of innovation, and for more
information-oriented services, such as financial services and KIBS,
for example, to be much more innovation–intensive. This result may
be rather different from what might have been found had we
undertaken such surveys in the 1920s, rather than the 2000s. In the
first half of the twentieth century, the physical services were
being transformed through the application of electrical energy and
petroleum engines. By the turn of the century, it was the new
information technologies that were being used to create new and
improved services, and these were particularly important for
activities such as financial and computing services, and all sorts
of professional activity. Technology-related KIBS in
particular—firms providing computer, and engineering services, for
instance—typically have large innovation budgets.

The availability of large-scale surveys
makes it possible to apply cluster analysis and similar approaches
to identify and classify distinctive sets of firms or sectors. Thus
Hipp and Grupp (2005) differentiated between knowledge-intensive,
network-intensive, scale-intensive and external
innovation-intensive patterns in German service firms. There were
clear tendencies for certain types of service industry to follow
particular types of innovation dynamic. The knowledge-intensive
pattern, for instance, was particularly marked in technical and
R&D services and computer services. The network-based model was
prevalent in banking, while the supplier-dominated model was
especially important in other financial services. But Hipp and
Grupp also warn against a simple identification of sectors with
innovation patterns. Though there are more or less strong trends,
all sectors have their exceptions—and indeed, some cases of each of
the innovation patterns were located in each of the service
sectors.

These studies typically focus on issues
such as innovation expenditure and the sources of information for
innovation. Less attention is given to the nature of the
innovations themselves, but several studies indicate that service
firms are somewhat more prone than manufacturers to report
non-technological and organisational innovations. Howells and
Tether (2004) report that while a substantial share of service
firms considered their main innovative activities to have been
solely organizational, this was very rare among manufacturing
firms. Kanerva et al. (2006) report that service firms (especially
financial and wholesale sectors) are more prone to initiate
organizational change; Schmidt and Rammer (2006) and Miles (2008)
report that manufacturers and Information Technology service firms
tend to emphasize technology-based innovation, while most services
emphasize organizational innovation—though on the whole, sectors
that are more technologically innovative sectors are also more
organizationally innovative)

There are now numerous studies exploring
the broad picture of service-sector innovation from CIS data (e.g.
using CIS2 data for Europe, Tether etal. (2002; presenting
CIS4 results, Arundel etal. (2007) and Eurostat (2008).
Below, we shall focus on three particularly interesting
services—KIBS, creative services, and public services.

KIBS

KIBS are generally classified into two
groups—T-KIBS (technology-based ones) such as (computer services,
architectural and engineering activities, technical testing and
analysis, R&D services, etc—and P-KIBS, more traditional
professional services such as legal and accountancy support, market
research and management consultancy. Many studies have shown that
KIBS overall tend to have high levels of innovation, and have
suggested that they behave more like high-tech firms than other
services. But Rodriguez and Camacho, (2010) analysed Spanish CIS4
data to show that there are actually quite different types of KIBS
innovators. Some are like high-tech manufacturers—"hard innovators"
who develop product innovations, largely based on internal R&D.
But there were three other groups. "Knowledge diffusers" are those
KIBS who act as agents of knowledge transfer, who have close
relationships with other agents across the innovation system,
including universities and public research institutes and
technological centres. The other groups were "lonely
innovators"—with few collaborations, reliant on their own
innovation capacity for developing technological and/or
organisational innovations—and a small group of "soft innovators"
that mainly develop organisational and process innovations, often
largely based on acquisition of machinery and equipment. Clearly we
need to be cautious in generalising about KIBS.

Equally clearly, the innovative activity
of KIBS can be important for the whole economy. Even those KIBS
whose primary role is not "knowledge diffusion" are active in
providing solutions for their business clients' problems. Often
these will involve helping the client to undertake innovations in
practice or technology. Sometimes this involves a coproduction of
innovation on both sides (den Hertog, 2000), as new knowledge is
produced through the combination of the KIBS firm's generic
understandings and the more local knowledge of the client. Through
negotiation concerning the nature of the problem and the potential
solutions, both service supplier and client can learn: the
challenge is for these organisations to capture this learning and
replicate the innovations.

Creative Services

In recent years, much policy attention at
national and local levels has been focused on the "creative
industries", which are mostly activities defined by their focus on
end-user experience and production of creative content (though
typically some sorts of entertainment—theme parks, sports—and
cultural service—museums—are omitted from the classifications,
while computer software is often included!). Some of the services
here are aimed at businesses, and a category of C-KIBS might be
added to the T- and P-KIBS, covering for example advertising,
design, and graphics and multimedia services supplied to
organisations. Until recently, such activities were seen as more
the domain of media studies and cultural criticism than of
innovation research, and there are certainly difficulties in trying
to specify the innovativeness of a new fashion design or TV format,
for example.

But we are now beginning to see studies
focusing on innovation strategies in experience industries (e.g.
Voss and Zomerdijk, 2007), and evidence is accumulating that
demonstrates that creative industries engage both in familiar sorts
of product and process innovation, and in many other forms of
organisational and business model innovation (e.g. Miles and Green,
2007). With a few exceptions, these industries have been neglected
in innovation surveys, despite being the focus of a good deal of
policy rhetoric. Some of them play important roles in relating
businesses to changing social milieux; some of them contribute to
the creation of more innovative and creative milieux, as argued in
many accounts of the creative city and economy.

Public Services

Finally, we briefly consider public
services, which are at the centre of policy concern (with
persistent concerns about their productivity and cost), and also
have been neglected in innovation surveys (which almost always only
examine private services). At a time of considerable reform of
public services, and redrawing of the boundaries between public and
private sectors, there is a striking absence of evidence on which
to base policy.

It is widely argued that public sectors
are less innovative than private firms (though the evidence on this
is mixed—see Halvorsen et al., 2005).3 This is often seen to result from lack of
competition and bureaucratic (and political) control structures, so
one very popular solution has been the reforms known as the "New
Public Management", that introduce market-like structures and more
entrepreneurial management into the public sector—with some moves
towards public-private partnerships and privatisation (there is now
a sizeable private "Public Services Industry" in some
countries—Julius, 2008). Most public services consist of multiple
"branches" of very large organisations, in many cases requiring
highly skilled staff (doctors, teachers, etc.), though other cases
involve more low-skill operational staff (cleaners, security staff,
etc.). As large organisations, there is scope for economies of
scale, and public sectors were early pioneers in the use of
information technology for back-office functions. There is also
scope to influence the innovation system more generally through
public procurement, and "innovative procurement" has been a recent
theme. However, the proliferation of local bodies and specialised
professions, dealing with complex social issues, may create a
risk-averse attitude to innovation, push it in inappropriate
directions, or restrict the diffusion of innovations created in the
course of practice. New Public Management alone is unlikely to
resolve all of these problems, and thus we see numerous efforts to
create new institutions that can identify and disseminate ideas for
and examples of good practice and creative solutions.

Concluding Remarks

With service sectors being the bulk of the
economy, and service forming an even larger share of all economic
activities, it is difficult to present a succinct account of
service innovation. What the studies reviewed here do point to is
the need to explore innovation processes and trajectories that go
well beyond those familiar from studies of automobiles, electronics
and pharmaceuticals. They suggest, too, that we should be prepared
to uncover a very wide range of different structures and
strategies, which are evolving as the service economy continues to
develop.

This has considerable implications for
policy—one size will not fit all, and innovation policies will need
to pay attention to the challenges of service innovation in a
competitive world (as well as in public services). Likewise, new
management capabilities, and training to support their development
and deployment, are needed. Often the issue of cross-disciplinary
and cross-professional team working rises to the fore, as
innovations involve the combination of multiple goods and services
in what has been dubbed a "product-service system", requiring
knowledge of technologies, social institutions and regulations, and
specific types of client and client interface.

Service innovation and innovation in
services were themes that remained neglected for a surprisingly
long time. Now they have risen to the fore, and are engaging the
attention of researchers and practitioners of many kinds. One of
the striking developments in the recent past has been the
commitment of IBM and several other large firms—mostly but not
exclusively those dealing with Information Technology services (and
hoping to apply Information Technology within a huge range of
service activities) to the creation of a new "science of service"
or SSME (Services Science, Management and Education). This has been
manifest in the foundation of a new journal of Service Science, the
organisation of numerous conferences,4 and several substantial publications (e.g.
Maglio et al., 2010) outlining new concepts of service systems and
the various elements that might comprise a service science. The
notion of a service science is a formidable challenge; even
information-processing services take a wide range of forms,
engaging suppliers and users in many ways. But the concentration of
effort is already beginning to yield promising perspectives on the
analysis and design of service systems, and we may well see the new
thinking about service and services being reflected in new forms
of, and strategies for, service innovation over the coming
years.
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Table 1. Publications located by using various
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1995-1999


	
12
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24


	
92


	
83


	
69





	
2005-2009


	
57


	
99


	
417


	
81







Source: data produced by using terms for
various time periods in Harzing's Publish or Perish (Harzing,
2010), searching all types of publications and examining title
words only. An effort has been made to remove duplications by
examining document authors and titles—while this had a major impact
on a few cases (years with few publications, in particular), the
overall trends are unaffected. There is some overlap between cases
in the various columns, sometimes reflecting more than one of the
terms being used; sometimes the search tool simply fails to
differentiate between the terms. Because the term "service
innovation" frequently received hits where formulations beginning
"innovation in…" were used instead, the data in the fourth column
come with the word "in" barred from the title.




Table 2. Broad Structure of NACE Rev. 2 (NACE
stands for "Nomenclature générale des Activités économiques dans
les Communautés Européennes")




	
Section


	
Title





	
A -


	
Agriculture, forestry and fishing





	
B -


	
Mining and quarrying





	
C -


	
Manufacturing





	
D -


	
Electricity, gas, steam and air conditioning
supply





	
E -


	
Water supply; sewerage, waste management and
remediation activities





	
F -


	
Construction





	
G -


	
Wholesale and retail trade; repair of motor
vehicles and motorcycles





	
H -


	
Transportation and storage





	
I -


	
Accommodation and food service activities





	
J -


	
Information and communication





	
K -


	
Financial and insurance activities





	
L -


	
Real estate activities





	
M -


	
Professional, scientific and technical
activities





	
N -


	
Administrative and support service
activities





	
O -


	
Public administration and defence; compulsory
social security





	
P -


	
Education





	
Q -


	
Human health and social work activities





	
R -


	
Arts, entertainment and recreation





	
S -


	
Other service activities





	
T -


	
Activities of households as employers;
undifferentiated goods- and services-producing activities of
households for own use





	
U -


	
Activities of extraterritorial organisations
and bodies










Source: Eurostat (2008)
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Financial innovation—once an unquestioned
positive for any economy—has been much less celebrated since the
financial crisis that began in 2007 and the Great Recession that
followed in its wake. Some leading economists, notably Paul Volcker
(former Chairman of the Federal Reserve), Paul Krugman (Nobel
prize-winning economist at Princeton and a New York Times
columnist) and Simon Johnson (former chief economist of the IMF),
have each expressed skepticism about the social value of financial
innovation in general, and with much justification, since some
recent innovations helped lead to the crisis. More significantly,
the sweeping Dodd-Frank Wall Street Reform and Consumer Protection
Act enacted in the United States in summer of 2010 for the purpose
of preventing financial crises or at least minimizing their harmful
impacts, contains numerous provisions that, depending on how they
are implemented by future regulators, could slow future financial
innovation.

My thesis here is that financial
innovation does not deserve all the blame that has been heaped on
it. In fact, there have been a number of "good" innovations over
the past several decades, though the critics are right that there
have been "bad" ones as well. In this chapter I attempt to sort out
the two, concentrating primarily on innovations introduced into the
US market since the 1960s, the period in which Chairman Volcker, in
particular, claims there has been little socially useful
innovation. I conclude by offering some suggestions on how policy
makers and regulators can best facilitate future "good" financial
innovations while weeding out the "bad" ones before they can do
much damage.

Financial vs. Real Sector Innovations: Are They
Different?

Before I turn to the main topics of the
chapter, however, it is important to address a threshold issue that
lurks behind the critique of financial innovation: that it is
somehow different from innovations in the real economy, and
therefore deserving of more skepticism. Several such differences
have been alleged. Do the allegations have some basis?

One common view, for example, is that
financial innovation consists of little more than arbitrage, and
that even successful trading strategies provide no net social
value, since for every winner there is a loser. This view is
misplaced. By definition, arbitrage eliminates differences in
prices of like products or assets in different locations.
Innovations that permit this to be accomplished more quickly and
efficiently reduce costs, provide more accurate price signals at
any point in time, and generally make markets more liquid and
efficient. Added liquidity and efficiency, in turn, make it easier
and less costly for firms to raise capital.

To be sure, there is something to the
"zero-sum" critique of trading innovations. But as we will soon
see, many useful financial innovations over the past several
decades have little or nothing to do with trading.

A second very real difference between
innovations in finance and those in the real sector is that the
former are often more heavily leveraged, or financed with debt.
Among many other things, the recent financial crisis has
illustrated how dangerous excessive leverage can be. For example,
the infamous collateralized debt obligation (CDO) that enabled far
too many subprime mortgages to be originated and sold (with the
mistaken blessings of the credit rating agencies) and which fueled
the wider real estate bubble of the last decade, was a debt
instrument that turned out to have largely destructive
consequences. Likewise, the "structured investment vehicle," or
SIV, was one of the primary means by which large banks financed
CDOs. I have more to say about both these innovations below.

By contrast, real sector innovation tends
to be financed more by equity than debt. The "dot.coms" of the late
1990s, many of which disappeared rapidly when the stock market
bubble popped in April 2000, got their start largely with equity
provided by angel investors or venture capitalists, and later were
financed through public stock sales. Although the stock market
implosion caused significant losses to stockholders—and not just
those with investments in the dot.coms—these losses for the most
part were not compounded by leverage. As a result, the real sector
fallout from the dot.com bust was far less damaging than the damage
caused by the popping of the real estate bubble.

The third alleged difference between
financial and real sector innovations is that the former are often
said to be driven largely by the desire to circumvent rules and
statutes, while the latter are supposedly motivated overwhelmingly
or even entirely by innovators seeking to do or make something
"faster, cheaper, better." This distinction is not as clear as some
may believe. Both financiers and manufacturers and service
providers engage in games of "cat and mouse" with their regulators.
Moreover, these games are not necessarily socially pernicious. To
the contrary, efforts to get around "bad" or inefficient rules—such
as the Depression-era limits on interest that banks could pay their
depositors—are to be applauded. Other efforts (such as the creation
of the supposedly off-balance sheet SIVs by banks) that get around
"good" rules, such as capital standards, deserve condemnation.

My bottom line: when financial innovation
leads to a better, faster or cheaper outcome, it is no different
from real sector innovation. It is only when financial innovation
is defined by or augmented by leverage that it can significantly
differ from and be more dangerous than real sector innovation.

Why Does Financial Innovation Matter?

Financial institutions, markets and
instruments perform four broad social and economic functions.
Innovations that improve the way these functions are carried out,
by definition, are useful. Others may temporarily appear to be
improvements, but in fact turn out to have socially pernicious
collateral effects. Before I give specific examples of both types,
it is important to know what these functions are.

The first function of finance is to
provide a means of payment and storing wealth. What we know as
"money" was first embodied in coins, livestock and foodstuffs,
later in paper, and then in bank checking accounts. More recently,
"money" has become digitized, found on general purpose credit cards
(first introduced by American Express and Bank of America in 1958),
and is transferred in large wholesale amounts electronically,
through automated clearinghouses, the Fedwire system operated by
the Federal Reserve (which also plays a central role in clearing
checks written on commercial banks), and among major banks in the
United States and other developed economies through the
Clearinghouse for Interbank Payments System (CHIPS).

Second, by offering methods for earning
interest, dividends and capital gains on monies invested in them,
financial institutions and instruments encourage saving. Saving is
socially important because it funds investments in physical and
human capital that in turn generate higher incomes in the future.
By the 1960s, most of the major institutions that exist today for
facilitating saving were already in place: banks (andsavings
and loans, or specialized banks placing deposits in residential
mortgages), insurance companies, mutual funds (but not yet money
market funds or the increasingly popular index funds, each
discussed below), and corporate pension plans. In addition,
investors who had the time and the means could buy various
financial instruments directly: government or corporate bonds and
corporate stocks.

Third, financial institutions and markets,
if they are working properly, channel savings, whether by domestic
or foreign residents, into productive investments. Well before the
1960s, it was commonplace for companies wanting to build new
buildings or to purchase new capital equipment, to borrow the funds
from banks or insurers (whose primary functions as "financial
intermediaries" are to direct the funds placed with them into
private and public sector investments), or to issue new bonds or
even to sell additional stock. The US government was instrumental
in facilitating investment in residential housing by aiding the
mortgage market. In the 1930s, the government established the
Federal Housing Administration to insure mortgages taken out by low
and moderate income households and the Federal Home Loan Bank
System. Later and over time, the federal government launched Ginnie
Mae, Fannie Mae and Freddie Mac to provide a secondary market for
most mortgages. Likewise, the government facilitated investment in
education, or "human capital" by guaranteeing loans for
post-secondary education. And, of course, the US government funded
some of its own investment activities—such as the construction of
the interstate highway system and the support of much scientific
research—in part by issuing bonds (when tax revenues were not
sufficient to pay for all this). But with the exception of a few
small "venture capital" limited partnerships, to be discussed
shortly, the US financial system had yet to develop by the end of
1960s a reliable institutional way to fund the inherently risky
process of firm formation and initial growth.

A final, and sometimes overlooked,
essential function of finance is to allocate risks to those who are
most willing and able to bear them. This function is sometimes
confused with the belief that finance reduces overall risk. Clearly
it does not, and cannot. Instead, the best that finance can do is
to shift risk to those who most efficiently can bear it and to
spread it out so that it is not unduly concentrated among a handful
of parties. One of the most important lessons from the financial
crisis is that the kinds of "securitization" that made subprime
lending possible did not end up de-concentrating risks of default
of the underlying mortgages, as so many market participants and
other analysts (including me) argued or expected.

As of the 1960s, insurance companies
dominated the risk-bearing/allocation function of finance by
underwriting various personal (auto, house, life, and health) and
commercial (primarily property-related) risks. But insurance for
financial risks was limited. Insurers were willing to bear the risk
of default of municipal and state bonds and certain other financial
instruments, but generally no other financial risks. Futures
contracts for various commodities, which had long been present,
were available on futures exchanges, but there were no widely-used
mechanisms yet for insuring against other kinds of financial
risks—due to fluctuations in interest rates, currencies (there was
no need for this as exchange rates between currencies were fixed
under the post-war Bretton Woods agreement), or stock prices (of
individual companies or indexes). As will be discussed in the next
section, various financial innovations over the past several
decades have filled this gap.

Assessing Recent Financial Innovations

It is now time to list and assess specific
financial innovations since the 1960s, or around the time that the
ATM machine, the one financial innovation celebrated by Chairman
Volcker, was introduced into the US banking system. I assess the
innovations qualitatively along three dimensions: the degree to
which they widen access to a particular financial service, enhance
convenience of users, and add to or detract from GDP or
productivity. For each dimension, I give scores ranging from -- to
++ on what I believe to be the net impacts. Table 1 summarizes the
results of my assessments, which I now describe verbally with
respect to the innovations relating to each of the four financial
functions just identified.

Innovations in Payments

The ATM machine is not the only socially
useful innovation in payments in recent decades. As noted, general
purpose credit (and debit) cards—both introduced since the
1960s—have become key parts of the payments systems in developed
economies, and recently, some emerging markets (notably China). On
balance, despite some continuing complaints about credit card
disclosures and some pricing practices, these "plastic monies" have
been welfare-enhancing. Credit and debit cards have not only become
more convenient and in some respects safer than money (in the
United States, consumers are liable for only $50 for fraudulent
uses or stolen cards, whereas they can lose all the money they
carry if they are robbed). Credit cards also permit users to
borrow, which has widened consumers' access to unsecured credit, at
lower cost, than was previously available, if at all, in grey
markets, pawn shops or loan sharks. In the United States in
particular, credit card borrowing also has enabled many
entrepreneurs to launch their businesses at a scale beyond what
would be possible through the entrepreneurs' liquid net worth
alone. Perhaps more for this reason than any other, credit cards in
this fashion have made some positive contribution toward long-run
economic growth.

Savings Innovations

Up until the 1970s, American retail
investors (and those outside the United States) had relatively
limited choices about where to put their savings: in bank deposits
or their functional equivalents, in bonds, stocks of individual
public companies, and a limited range of mutual funds. A series of
financial innovations since then, driven in part by interest rate
deregulation and in part from the commercial application of
academic insights, have greatly expanded the range of available
options.

The new choices include: money market
mutual funds (developed as a way of circumventing interest- rate
controls on bank deposits, a clear example of a "bad" regulation),
indexed mutual funds (originating from the academic insight that
actively managed funds rarely outperform the indexes), exchange
traded funds or "ETFs" (a cost-saving innovation developed by the
financial industry), financial limited partnerships, such as hedge
funds and private equity funds ("alternative" assets that until
relatively recently outperformed more liquid stock portfolios,
though often because they are leveraged), and inflation-protected
government bonds or "TIPs" (promoted by academic economists, first
adopted in the United Kingdom in the 1980s and roughly ten years
later, by the United States).

Broadly speaking, these savings vehicles
have expanded access and convenience for investors, while most
likely modestly enhancing economy-wide GDP. All of this occurred
even while, in the United States, the private savings rate itself
declined to roughly 0, most likely because households counted on
the rising values of their homes to add to their wealth, a belief
that had some validity until the real estate bubble popped in
2006-2007. Since the recession and the steep fall in both real
estate and stock prices that followed, private savings rates have
rebounded somewhat. Through mid-2010, when this chapter was
written, the broader range of savings choices does not appear to
have given much comfort to many newly risk-averse households,
perhaps with the exception of TIPs and some commodity ETFs. These
two instruments have come to be viewed as hedges as against the
possible future inflation that may eventually follow in the wake of
the significant monetary easing engineered by central bankers in
the 2008-09 period to keep developed economies from falling even
deeper into the recession triggered by the financial crisis.

Intermediation-Related Innovations

Ask most economists about the function of
finance they believe to be most important, and the answer they will
most likely give is the effective translation of savings into
socially productive investments. Yet it is the innovations in
financial "intermediation" that have proved to have had the most
mixed record of all of the innovations surveyed in this chapter,
and largely for this reason, these innovations deserve more
discussion than the others.

In retrospect, the mixed record of the
intermediation-related innovations is due overwhelmingly to what
turned out to be hugely costly innovations in housing finance in
particular. The outcome was not an accident, however, as it was
heavily influenced if not directly promoted by US government
policies that took the advancement of home ownership too far and by
regulatory policies and attitudes that failed to police obviously
unproductive innovations. To whom should blame then be assigned:
the unwelcome innovations or the policies that facilitated if not
directly led to them? The answer, of course, is both.

The general story of how all this happened
is by now, of course, well known. For decades since the Depression,
the US government has adopted a variety of measures to promote home
ownership, including the creation of agencies to insure, purchase,
and guarantee securities backed by residential mortgages. In
addition, the federal tax code has long permitted taxpayers to
deduct the interest paid on home mortgages. In 1978, the federal
government encouraged depository lenders to extend credit to
lower-income households and to other borrowers in low-income
neighborhoods.

For years, this combination of incentives
and mandates steadily lifted the home ownership rate to roughly
64-65% of all households by the mid-1990s. Both the Clinton and
Bush Administrations, as well as Congress, wanted that rate to go
still higher, premised largely on the notion that home ownership
yielded important externalities: homeowners tend to take greater
care of their homes and have more interest in the welfare of their
neighborhoods than renters. In addition, the Bush Administration in
particular viewed home ownership as one, albeit very important,
element of its larger interest in developing a broad "ownership
society." On this view, the greater the ownership interest people
have in a broad array of assets—homes, companies, and the like—the
greater will be their affinity for market-oriented policies.

Whatever the precise reason or mix of
reasons, the strong bipartisan consensus favoring increased home
ownership required that mortgage credit be made available on
affordable terms to individuals and families with lower and less
stable incomes than those who had earlier borrowed money to buy a
home. This outcome, in turn, could only be realized if mortgage
underwriting standards and down payments were relaxed for these
"subprime borrowers."

The financial industry responded with a
series of innovations, encouraged by federal policy, but also only
made possible by a record bubble in housing prices to which both
the innovations and the policies they fostered contributed. In
combination, these innovations gave millions of Americans with
less-than-stellar credit histories, many (but not all) with low
incomes, access to mortgage credit, eventually pushing the home
ownership rate to 69% of all households. This feat could not have
been accomplished unless each and every one of the innovations
about to be described had been developed and successfully marketed.
In fact, some of these innovations were innocuous or mildly
constructive on their own but in combination, they proved to be
deadly dangerous to the financial system and ultimately to the rest
of the economy:

• To give subprime borrowers access to
seemingly "affordable" mortgages, the mortgage lending industry
(banks to a limited extent, but most importantly, a new class of
mortgage lenders that were not adequately supervised or regulated
by federal authorities) invented a new variation of the adjustable
rate mortgage which charged borrowers very low initial "teaser"
interest rates that reset to rates substantially higher than the
Treasury benchmark rate several years later when presumably higher
real estate prices would permit the borrowers to easily refinance.
In fact, this Ponzi-like scheme worked, up until about 2006, when
home prices quit rising, which triggered higher subprime mortgage
defaults, and eventually a full-blown financial crisis.

• Mortgage lenders would not have been
comfortable extending subprime loans without the invention and
later propagation by both major commercial and investment banks of
a new financial instrument—the collateralized debt obligation
(CDO). The CDO transformed what once was a socially productive
innovation, a "mortgage-backed security" (MBS) backed by a pool of
mortgages extended to prime quality borrowers, and turned it into a
financial Frankenstein. The CDO's chief "innovations" included the
use of newer securities backed by subprime (instead of prime)
mortgages (increasingly underwritten without verification of the
borrowers' income or job history) and the slicing of the cash flows
from those securities into different classes or "tranches" (as they
came to be called) designed to appeal to investors with different
appetites for risk. Those investors wanting the safest instruments
got first rights to the cash flows from the mortgages, while
investors in less safe, but higher-yielding tranches had later
claims. CDOs were central to the over-development of the subprime
mortgage market because they allowed the originators of the
mortgages to offload them (and thus not care about their quality)
to the buyers of the different tranches of the securities.

• CDOs, and specifically the first and
supposedly their safest tranches, could not have been sold,
however, without other parties and still other innovations. Even
with their first call on the cash flows, the first tranche of the
CDOs would not have been attractive to risk-averse, yield-hungry
investors (who were starved for safer, higher yielding securities
in the low-interest environment engineered by the Federal Reserve
to sustain the recovery) unless the ratings agencies bestowed their
coveted AAA ratings on these particular securities (the lower
ratings for the riskier tranches were less important to the other
investors with higher risk tolerances). When the CDOs were first
developed, the ratings agencies balked at doing this—the right
instinct because the mortgages, after all, were subprime, and the
agencies had no actuarial data of how these mortgages fared over an
entire business cycle—but were ultimately persuaded when the banks
and their allies made use of yet another recent innovation, the
credit default swap. Although it has been much maligned in the
popular press and in some journalistic accounts of the financial
crisis, there is nothing inherently evil about the CDS itself: it
is, after all, the functional equivalent of insurance and it is
precisely for this reason that when packagers of CDOs added CDS
protection, or even explicit bond insurance, to the first tranches,
that the ratings agencies then awarded their AAA ratings. The CDS
later became infamous, not because of its flawed design, but
because one of its largest issuers, AIG, failed to provide
sufficient collateral when it was due under the terms of the
contract. But not all CDO tranches (or even all CDOs) had
protection from CDS or bond insurance, and thus investors in them
lost heavily when subprime mortgages began defaulting after
residential real estate prices quit climbing and started to
plummet. Ultimately, therefore, by facilitating the unbundling of
mortgage origination from the risk of holding the mortgages to
maturity, CDOs greatly weakened, if not destroyed, lenders'
incentives to underwrite mortgages prudently.

• One other dangerous financial innovation
helped make the subprime mortgage debacle possible: the creation
and greatly expanded use of the "structured investment vehicle" by
some of the largest commercial banks active in creating and
marketing CDOs and other risky asset-backed securities. SIVs were
an entirely legal, ostensibly off-balance sheet, way for the banks
to park their CDOs for sale to the public without having to raise
or hold additional bank capital, as was required by the prevailing
bank capital rules. The SIVs had an Achilles heel, however: they
were funded almost entirely (except for a small sliver of capital
supplied by the banks and outside investors) by short-term
commercial paper, which although it was secured by the CDOs and
other assets, proved to be highly susceptible to a creditor "run".
In fact, this is just what happened in mid-2007: when the market
value of this collateral began to fall as home prices turned down,
buyers of this "asset-backed commercial paper" refused to roll it
over or buy new issues. This triggered a wider run on many
bank-sponsored SIVs, and after an aborted attempt by the Treasury
to organize an industry-financed bailout of all major SIVs, the
banks wound down their SIVs and assumed their assets, and more
importantly their liabilities.

In sum, SIVs proved to be temporary, but
ultimately flawed, vehicles for financing CDOs before they could be
off-loaded to third-party investors. In this activity, they were
joined by CDOs, teaser rate ARMs, and other mortgage-financing
innovations that for a time provided access to mortgage credit to a
wider pool of homebuyers with sub-par credit histories. In
combination, these innovations fueled the bubble in real estate
prices generally that eventually popped and brought the whole
subprime mortgage experiment to an abrupt and highly painful
halt.

Intermediation-related innovations,
including some affecting mortgage lending, have not all been
socially destructive, however, and thus this review would not be
complete without mentioning the few that have made financial
intermediation more efficient and improved social welfare during
the past several decades.

A good place to start is with the
securitization process, which began with mortgages in the early
1970s and later spread to other assets that served as collateral.
The fundamental idea behind securitization—standardizing loans and
using them to back securities to attract financing from the capital
markets and not simply from banks—was and remains sound. A broader
pool of financing, even without an implicit government guarantee,
leads to modestly lower interest rates and thereby facilitates
investment. But the subprime mortgage debacle revealed a
significant downside of this new "originate-to-distribute" lending
model. The separation of the origination of loans from those who
ultimately hold them undermines incentives of the originators to be
prudent. To some degree, securitization contracts address this
problem by giving those who buy the loans rights to "put" them back
to the originators under certain conditions. But these conditions
are narrow and often contested. The better answer is for
originators and securitizers to retain some credit risk—the
Dodd-Frank bill requires 5% except for securities meeting high
underwriting standards—so that both have stronger incentives for
careful underwriting.

A second, related financial innovation is
the development and now widespread use of credit scoring algorithms
for personal and business borrowers. Credit scores have improved
lenders' ability to predict and thus to better price risk through
the interest rates they charge on loans. Credit scoring has widened
availability of credit and, by making credit ratings more
objective, has reduced (though not entirely eliminated) racial
discrimination by lenders.

Finally, there has probably not been an
iconic financial innovation over the past four decades in the US
that has more greatly improved the allocation of savings toward
productive investment than the formalization and subsequent rise of
the venture capital industry, and to a lesser extent, of angel
investing (equity injections in startups by wealthy individuals or
groups of them). Venture capital firms—limited partnerships managed
by the venture capital general partner(s)—have been rightly
credited with having given birth to some of America's most famous
companies, including Google, eBay, Amazon and Genentech, among
others. Over the past decade, especially since the bursting of the
Internet stock bubble, venture capitalists have moved away from
"seed" investing—providing the initial equity to help launch
companies—toward less risky later financing "rounds." Not
surprisingly, returns for limited partners in VC have plummeted.
Accordingly, after its remarkable successes of the 1980s and 1990s,
the VC industry is now at a crossroads. Not only do few VCs provide
seed capital of any kind, but the industry is wary of financing
capital-intensive startup firms, such as those attempting to
develop new drug therapies or "clean energy" alternatives to carbon
fuels. Seed financing arrangements therefore are a ripe area for
future innovation.

Financial Innovations and Risk-Bearing

The fourth key function of finance is to
spread or allocate risk to those parties most willing and able to
bear it. In recent decades, a variety of derivatives—financial
instruments whose value depends on some other "underlying"
asset—have proliferated to take on this role: exchange-traded stock
options and financial futures and "over-the-counter" swap
arrangements (relating to exchanges of cash flows with different
interest rates; in different currencies; and to possible loan
defaults, or "credit default swaps").

Derivatives have also become a media
poster child for what supposedly went wrong in the financial
crisis. Mostly, this is because one of the largest sellers of
mortgage credit derivatives in particular, AIG, was brought to its
knees in the fall of 2008 and was essentially taken over by the
federal government (through a massive bailout orchestrated by the
Federal Reserve) in an effort to contain systemic risk when that
risk was at its peak. Mortgage-related credit default swaps also
seemingly played the villain in Michael Lewis's highly popular and
well-researched book, The Big Short, which contributed to the
popular ire over this particular financial innovation.

Several points should be made about
financial derivatives to put them in their proper perspective.
First, financial derivatives are hardly new: options (the right to
buy a product or instrument at a fixed price by a certain date) and
futures (which require the holder to buy or sell the product or
instrument at a fixed price at the maturity date) are several
centuries old, and neither played any role in the recent financial
crisis. Second, the vast majority of the hundreds of trillions of
dollars (in nominal or face value) of the newer financial
derivatives—those whose value is tied to movements in interest
rates and currencies—also played no role in the crisis.
Furthermore, these derivatives have been socially constructive:
both interest rate and currency swaps permit parties with different
risk preferences to act on them, without having to sell the
underlying instruments (loans or bonds) to which the swaps
refer.

Third, even the credit default swap,
perhaps the most maligned of all financial derivatives, is
fundamentally a constructive innovation. As a device to insure
against loan default, the CDS affords a way for various
parties—lenders, suppliers, customers, and others—to hedge against
a very specific adverse event. Even when these swaps are bought by
"speculators," or those without an economic interest in the
underlying debt, they serve a useful function, as long as those
selling these instruments have posted adequate collateral or margin
and have sufficient capital to honor the contracts (as AIG did
not). For one thing, without speculators, as in options markets
where buyers typically do not own the underlying security on which
the option is based, hedgers would have much more difficulty
finding counterparties. Perhaps just as important, because CDS
markets are typically far more liquid than are the markets in the
underlying loans or bonds, CDS prices—which reflect the views of
both hedgers and speculators—provide more accurate, timely
market-based signals about the financial health of the company (or
other issuer) whose debt is subject to the swap, than the market
prices of the debt itself.

Fourth, the mortgage-related CDSs that
have attracted so much attention and notoriety account for less
than 5% of the overall debt market. Virtually all other CDSs relate
to corporate bonds or loans.

Still, over-the-counter (OTC) markets for
financial derivatives are far from perfect. They are dominated by a
handful of dealers, prices are less than transparent and not
timely, and as the AIG episode demonstrated, they are subject to
breakdown if one or more large participants cannot honor their
obligations. These problems should be largely, if not entirely,
addressed once all the regulations relating to OTC-traded financial
derivatives in the Dodd-Frank financial reform bill are developed
and implemented. In particular, the bill's requirement that
standardized OTC financial derivatives of all types must be cleared
by a central clearinghouse should remove the risks of cascading
defaults entailed when derivatives contracts are bilateral and the
counterparties can look only to each other for performance—and not
to a central organization with the ability to set and enforce
margin and collateral requirements. In addition, the bill requires
such standardized contracts to be traded on quasi-exchanges ("swap
execution facilities", a term yet to be defined by regulators) and
for their prices to be reported more frequently than is currently
the case. Better transparency, in turn, will make it easier to
specify appropriate margin requirements and thus further
reduce—beyond central clearing itself—the potential for system-wide
collapse if one or more key derivatives participants are unable to
honor their obligations.

In sum, financial derivatives enhance the
ability of both financial and non-financial parties in an economy
to hedge and control their financial risks. That some parties may
use these contracts to bet correctly on the failure of particular
companies or entire markets—as was the case with subprime
mortgages—does not disprove this central proposition. In all
markets there are winners and losers, but the fact that there are
both does not condemn markets as institutions. Financial
derivatives are no exception.

However, recent events have underscored
the possibility that precisely because derivatives have become such
important financial instruments, and that some of the parties who
trade them are heavily interconnected with each other and with the
rest of the financial system, it is essential to have an
appropriate infrastructure to ensure that performance difficulties
of one or more parties do not spill over and threaten to destroy
the viability of the entire system. Recent legislative reforms in
the United States, likely to be emulated in other countries, should
substantially mitigate this risk.

Public Policy toward Financial Innovation in the
Future

The US Congress enacted and the President
signed into law in the summer of 2010 the Dodd-Frank bill, the most
sweeping financial reform legislation enacted since the Depression.
This is not surprising. The financial crisis of 2007-2009 was also
the most traumatic such event since the 1930s, and it would have
been shocking had Congress done nothing in response.

Debate will surely continue for years over
the merits of Dodd-Frank, as it was enacted and more importantly,
as it will be implemented through the more than 200 rulemakings
that will eventually convert its generally ambiguous statutory
language into more concrete regulatory guidance. As regulators go
about their jobs, and as future legislators consider tweaks or
possibly major changes to Dodd-Frank, their attitudes toward
financial innovation will be critical.

For example, if a skeptical view of
financial innovation takes hold—either because the benefits of
innovation are perceived to be presumptively small and/or the risks
of catastrophic damage are feared to be non-trivial—then
policymakers (and even voters) are likely to demand some sort of
pre-emptive screening and possibly design mandates before financial
innovations are permitted to be sold in the marketplace. This
attitude would put regulators rather than the market in charge of
screening innovation, a process that runs significant risks of
chilling innovations before they have even had the chance to be
tested in the marketplace. Conversely, a more open, wait-and-see
approach to innovation would wait for the innovations to emerge and
then only regulate them if they generated costs greater than their
benefits. This has been the reining-in approach to financial
innovation so far, and it clearly is the way US policy has
generally handled innovation in the real sector of the economy. A
wait-and-see policy gives the market the first crack at screening
innovations, but runs the opposite risk from the preemptive
approach: if regulators are late to act, because of their own
laxity or due to strong political counter-pressures, they can
permit socially harmful innovations to wreak considerable havoc
before they are reined in.

In some areas of life, of course, it is
appropriate for policymakers to take a skeptical approach toward
innovation. The concern about possible catastrophic outcomes is the
reason Congress established the Food and Drug Administration,
requiring among other things, that new drugs be tested extensively
in both animals and humans, before they can be sold to consumers.
Analogously, the dangers of a core meltdown of a nuclear reactor,
however remote, have driven policymakers from the very beginning of
the nuclear age to require the utilities that construct such
facilities to comply with specific design and performance
standards. The European Commission has gone further by adopting the
"precautionary principle" in a number of arenas—environmental
policy, for food products, and consumer protection generally.
Although this principle has been applied differently in different
contexts, it essentially means that where there are plausible
grounds for believing that a new (or currently-existing) product or
activity poses a risk to human health or the environment,
policymakers can regulate it in advance (or even ban it).

With the narrow exceptions of
pharmaceuticals and nuclear power, however, US regulatory and
social policy has not followed the precautionary principle, and
thus has so far taken a very different course from that in Europe.
Government regulates only once evidence of detrimental side-effects
becomes reasonably clear, and then, where the underlying statute
permits, only when the benefits of regulating outweigh the costs,
and the content of the regulation represents the least costly way
to achieve those benefits.2

So, which model should apply to financial
innovation in the future: the preemptive drug/nuclear power
approach, or the wait-and-see policy generally pursued in most
other contexts? Regulators in the United States and elsewhere will
be wrestling with this question in many contexts for years to come.
Despite the clear damage caused by this most recent crisis, I
believe that, generally speaking, financial innovation should
continue to be screened by the market first and regulators later,
for at least two reasons.

First, unlike in the pharmaceutical
industry, it is difficult if not impossible to conduct clinical
trials in the financial sector. New drugs can be and are tested on
sample populations, first for their safety and then their efficacy.
If they pass both tests, the FDA makes the reasonable assumption
that the behavior of the drug among a representative population may
be extrapolated to the larger population. In contrast, while one
theoretically could test a new financial product—say, a mortgage,
on a sample population—its behavior among that sample is likely to
be heavily time-dependent. Subprime, adjustable-rate mortgages with
low initial "teaser" interest rates that were extended in 2002 and
2003 may have been quite safe because real estate prices then were
rising, enabling borrowers to refinance at a later point. But the
very same mortgages extended in 2006 or 2007, just when real estate
prices had peaked, would and did have a different delinquency
record. In short, the results of a "clinical test" of a financial
product at a particular point in time cannot be safely extrapolated
for all time.

One possible response to this problem, of
course, would be to test new financial products over an entire
business cycle before letting them on the market. But this would
subject such products to substantial delay, and thus surely cut
down on incentives of financial institutions to innovate.

Second, the danger that preemptive
screening will chill productive innovation, even without the kind
of regulatory delay just suggested, is another powerful reason to
generally reject the preemptive approach to regulation in the
financial arena. Thus, had US policymakers followed the
precautionary or preemptive approach rather than a "wait and see"
policy to regulation, it is conceivable that many of the
innovations that make up modern life today would have been
introduced much later, or even not at all: the automobile (with
side-effects of more than 40,000 auto related deaths a year), the
airplane (which has its share, albeit much lower than the car, of
fatalities), and even the Internet (which is used by terrorists and
criminals, not just ordinary citizens).

Advocates of preemptive screening in the
financial arena no doubt will argue, possibly taking their cue from
Paul Volcker's skepticism toward the social value of financial
innovation in general, that because the benefits of innovation in
the financial arena are likely to be less than in the real sector
and the dangers of harmful innovation much greater, financial
innovation therefore should be treated differently for regulatory
purposes than real sector innovation. My foregoing summary of
financial innovations provides a more optimistic assessment than
this view. Moreover, the case for preemption wrongly assumes, in my
view, that "wait-and-see" regulation cannot be improved.

I believe it can, in part precisely
because regulators made mistakes, which they have admitted, in the
run-up to the most recent crisis. One of the silver linings of the
crisis is that it has demonstrated to elected officials the dangers
of interfering with regulatory attempts to clamp down earlier on
products and practices that permit asset bubbles to unduly expand
and later pop, with devastating consequences. At least for a good
long while, regulators—specifically the new Systemic Risk Council
of regulators in the United States created by the Dodd-Frank
bill—will have not only greater freedom to act, but the legal duty
to do so to prevent future bubbles, especially those fueled by
leverage, from getting out of hand.

Another lesson from the recent crisis is
that potentially dangerous bubbles may be forming when particular
asset classes or financial instruments are rapidly growing. Future
regulators would be greatly aided in their efforts to identify and
prevent future bubbles and thus possible sources of systemic crises
by harnessing important market-based signals of distress, such as
those provided by the markets in credit default swaps, which
regulators can use to justify their own early, preventative
actions. Indeed, this potential use of CDSs is an important reason
why attempts by regulators in some countries to ban or limit
"naked" CDSs or short selling are severely mistaken. They punish
the messenger, when in fact we need more market-based messaging to
help guide regulators and policy markets.

Finally, notwithstanding the strong
general case for a wait-and-see approach to financial regulation,
there may be certain aspects of finance where the more intrusive
preemptive approach toward innovation may be warranted. One such
appropriate area involves financial products involving long-term
contracts entered into by consumers, such as mortgages (when
borrowing) or annuities (for retirement). There is a growing
literature in behavioral finance indicating that individuals are
not always rational in their investment decisions. This tendency is
dangerous when even well-informed individuals are making long-term
financial commitments, with heavy penalties (in the case of
mortgages) or perhaps no exit strategies (in the case of annuities)
for changing one's mind later. In these cases, preemptive approval
of the design of the financial products themselves may be necessary
to prevent many consumers from locking themselves into expensive
and/or potentially dangerous financial commitments. But this
exception should remain that way and not become the rule.

In sum, a balanced look at financial
innovation over recent decades reveals a more positive picture than
has been painted by some skeptical observers. But regardless of how
one assesses past financial innovation, the recent crisis teaches
us that policy makers must stand readier to correct abuses when
they appear and not let destructive financial innovations wreak the
kind of economic havoc that we have unfortunately just
witnessed.




1 Senior Fellow, Economic Studies Program, The
Brookings Institution and Vice President, Research and Policy, The
Kauffman Foundation. Excellent research assistance by Adriane Fresh
is greatly appreciated. This chapter is based on an earlier, longer
essay, "In Defense of Much, But Not All, Financial Innovation,"
available on the website of the Brookings Institution, at
www.brookings.edu.

2 The balancing of benefits and costs and the
least-cost requirement for regulation have been embodied in one
fashion or another in Executive Orders since the Ford
administration.




Table 1. Scoring Net Impacts of Recent
Financial Innovations: A Summary
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*The positive scores here were temporary

Source: Analysis in text.
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1. Introduction

The acceleration of the process of
liberalization and globalization in the financial sector which
began in the United States in the 1970s, initiated and spurred on
by changes in information technologies, has not been accompanied by
a parallel development of the system's regulatory framework, whose
instability has steadily increased. Financial innovation in
derivatives and securitization, fuelled by a lax monetary policy,
created a bubble in the housing and credit-supply markets which
burst when the subprime mortgage crisis hit in 2007. In the past,
major technological changes such as the railway, the automobile or
the internet have been accompanied by speculative bubbles in a
context of asymmetric information and biased predictions, and the
effects of financial innovation on derivatives and securitization
are no exception to this historical trend.

What were the mechanisms that produced
this outcome? How can potential crises be averted or mitigated in
the future? Should we impose restrictions on innovation? What role
should regulation play?

In order to answer these questions, we
must first understand the role of financial innovation in the
transformation of banking and the financial markets, determine
whether it has increased the fragility and risks of the system, put
the contribution of regulation in context, and consider the
relationship between economic growth and innovation in the
financial industry.

This chapter discusses the role of
financial innovation in the transformation of the banking industry
(section 2) and in the progress of the crisis (section 3), the
effects of asset securitization (section 4) and regulatory reform
and the role of agent incentives (section 5), and concludes in
section6.

2. Financial Innovation and the Transformation
of Banking

The recent history of the financial sector
can be divided into two periods. The first, characterized by strict
regulation, interventionism and stability, encompasses the years
from the 1940s to the 1970s, whilethe second was an era of
liberalization and growing instability which lasted from the 1970s
until 2007, when the subprime mortgage crisis began. The stability
of the first period contrasts sharply with the considerable
increase in the number of bankruptcies and crises registered during
the second period, when the sector was liberalized. The heightened
instability of the latter period has its origin in this
liberalization accompanied by a woefully inadequate regulatory
framework, as evidenced by the crises in the United States, Japan
and Scandinavia.1 However, and
despite these periodic crises, financial liberalization has
contributed to the general development of the financial industry
and consequently to the growth of the economy.

The liberalization of the financial sector
cannot be explained without taking financial innovation into
account. To this we must add the progressive globalization of the
financial sector and the "shareholder value" movement, which has
affected the market for corporate control of banks and companies
and has put pressure on banks to obtain higher profitability.

The second period witnessed the advent of
numerous innovations in forms of payment (credit and debit cards),
transaction processing (ATMs, telephone and online banking,
e-commerce for financial assets), saving options (such as
investment funds and structured products), loans (automated credit
scoring) and risk management techniques (derivatives and
securitization). Breakthroughs in information technologies are
largely responsible for these new developments which boost
productivity, permit a better diversification of risk, and generate
economies of scale in internal activities as well as a need for
highly qualified and specialized human resources.

Prior to the 2007 crisis, banking had
evolved from the traditional business of accepting deposits and
granting and supervising loans, to providing services to investors
(asset/investment fund management, advice and insurance) and
companies (consultancy services, insurance, mergers and
acquisitions, underwriting share offerings and debt securities,
securitization, risk management), while also engaging in
proprietary trading. In a financial conglomerate we can find a
retail bank, an investment or merchant bank, asset management,
proprietary trading, and insurance. The now-infamous
"originate-and-distribute" banking model is a good example of the
banking industry's process of evolution. At the same time, although
banks created off-balance-sheet entities (SIVs, ABCP conduits),
these were guaranteed by liquidity lines.

New developments in information technology
have intertwined intermediaries and the financial markets almost
inextricably. The importance of a bank's investment portfolio at
market value has increased substantially because there are now more
opportunities for trading assets, which means that the risk profile
of a financial institution can change in a matter of seconds with
financial market transactions (for example, using e-commerce and
derivatives). The banking industry has increased its market
funding, particularly in short-term funds that can be liquidated
very quickly. As a result, banking is now more vulnerable to the
vicissitudes and volatility of the market, herd-behaviour
phenomena, and asset price boom-bust cycles.2 This in turn increases the risk of
illiquidity. Meanwhile, agents may have even greater incentives to
take excessive risks that remain hidden from investors—risks that
are significant but quite unlikely to materialise (tail risk) due
to compensation schemes based on the short-term results achieved by
other agents.3 The effective
compensation received by agents, with the approval of the financial
intermediaries' shareholders, tends to soar when things are going
well, and is more inflexible when they are not (in technical terms,
it is markedly convex), thus providing an incentive to take
excessive risks. Paradoxically, an increase in market depth may be
accompanied by a significant rise in systemic risk (Rajan, 2006).
The progress of the present crisis is a perfect example.

3. The Course of the Crisis and Regulation

In the current financial crisis, the
contagion spread and was exacerbated via market channels. The
globalization of the financial markets can lead to greater
diversification, but it also increases the likelihood of
domino-effect contagion between entities and contagion due to
information difficulties. The result was the collapse of the
asset-backed commercial-paper market (via securitizations) and of
the interbank market. Wholesale funding made the situation even
more fragile and revealed itself as a critical weakness of the
balance sheets of financial institutions, two cases in point being
Northern Rock and Lehman Brothers (Shin, 2009; Adrian and Shin,
2010). Leverage evolved procylically with fair value accounting.
When asset values rose, the balance sheets of the institutions were
strengthened, which in turn allowed them to increase their debt
levels, and new asset purchases fuelled the upward climb of prices
and leverage. This process was inverted during the second stage of
the crisis when de-leveraging began.4

However, at the epicentre of this crisis
was the originate-and-distribute model, which gave rise to an
inverted pyramid of complex derivatives based on subprime
mortgages. In the originate-and-distribute model, banks try to get
rid of credit risk by originating mortgage loans and quickly
securitizing them with a chain of increasingly complex structured
products. The problem with this model is that it leaves mortgage
monitoring in limbo, it is opaque and, given the complexity of the
products, it leads to an underestimation of true risk levels.
Moreover, the mortgage risk reappears on the bank's balance sheet
when its structured investment vehicles (SIVs) begin to experience
liquidity problems owing to the institution's explicit and implicit
obligations. Risk underestimation was further aggravated by the use
of statistical models based on short series and historical
correlations (and fat-tailed distributions) without taking into
account the systemic risk generated by the new products and high
levels of leverage. Mechanical risk assessment models that only
work within very strict parameters were routinely misused. The
opacity of the new derivatives (partially attributable to
over-the-counter or (OTC) transactions, which make it difficult to
provide a comprehensive assessment of counterparty risk) led to an
underestimation of the tremendous systemic risk that had built up
in the market as well as to a very serious problem of adverse
selection, given that no one knew when the crisis would hit or what
the magnitude or distribution of exposure to toxic products derived
from subprime mortgages would be. This problem of asymmetric
information paralysed the interbank markets, making them
illiquid.

A chain of misaligned incentives
culminated in catastrophe. Public agencies in the United States
encouraged the granting of subprime mortgages to families with
limited ability to repay the loans; the credit scoring agencies,
siding with securities issuers, vied to see who could give the most
favourable scores to the riskiest products; and the short-term
compensations available to financial agents led many to take
excessive risks (this is true of the originators and distributors
of complex products as well as of the buyers). This chain thrived
on the incredibly low interest rates that financed the real estate
bubble. Meanwhile, monetary policy only concerned itself with
inflation, ignoring the bubbles in asset prices and the
balance-sheet situation of financial institutions.

The crisis was brought about and
exacerbated by inadequate regulation. The first major flaw in
regulation was a dualist framework that permitted regulatory
arbitrage between the regulated sector of depository institutions
and the parallel banking system of structured vehicles and
investment banking. The second shortcoming was qualitatively and
quantitatively insufficient capital requirements. These low levels
of capital were compounded by low liquidity, rendering the system
more fragile, while leverage continued to rise. To make matters
worse, because capital ratios remained fixed they accentuated the
cycle instead of modulating it. In addition, fair value accounting
evidenced procyclical tendencies in the leverage cycle. Financial
regulations failed to take systemic risk into account, regulators
were not properly informed of that risk, and potentially-systemic
institutions were not given special treatment. The opacity of the
parallel banking system and the unorganized OTC-derivatives markets
helped to camouflage the underlying systemic risk. Finally, the
important role played by credit scoring agencies in the field of
regulation (for example, in determining capital requirements) was
reduced to a competition to see who could lower their standards
faster, without the proper supervision of any regulatory
authority.

4. The Effects of Asset Securitization

In light of the pivotal role that asset
securitization has played in the current crisis, it would seem that
an analysis of its benefits and disadvantages is in order. There is
little doubt that securitization has facilitated the development of
financial markets, permitted credit expansion and contributed to
economic growth. However, the recent financial crisis has exposed
the weaknesses of this innovation, such as the incentives to
over-expand credit by compromising on loan quality, or the
complexity of the structured products derived from those loans,
which made it hard for investors to evaluate the risks to which
they were exposed. The result was a substantial yet hidden increase
in systemic risk.

Credit Expansion and Regulatory Arbitrage

By means of securitization, banks can turn
illiquid loans, such as mortgages, into tradable instruments.
Spreading the credit risk among investors with different risk
profiles facilitates a more efficient use of capital, and banks
acquire an additional source of funds which allows them to extend
more credit. At the same time, securitization makes it possible to
reduce their legally-stipulated capital requirements by selling the
loans to off-balance-sheet vehicles. These loans can be entirely
dissociated from the originating institution or not in order to
lower capital requirements.5
Naturally, the ability to maintain a high level of credit supply
with less capital allowed banks to cut financing costs for loan
recipients and offered people who would not normally be considered
creditworthy the chance to take out mortgages (and other types of
loans).6

Loan Quality Deterioration

The originate-and-distribute model gave
rise to the application of laxer criteria when selecting loan
recipients and fewer incentives to monitor borrowers. The ability
to quickly shift at least part of the risk onto other investors by
using structured products, coupled with the assumption that
mortgage refinancing was always possible given the steady rise of
housing prices, resulted in the application of lower standards for
evaluating the default risk of loan recipients. This situation
increased the level of risk in the entire financial system (Keys
etal., 2008).

Higher Systemic Risk

Securitization allows banks to
redistribute risk to those investors most willing to bear it.
However, when evaluating the diversification potential of
securitization risk, one must bear in mind that lower diversifiable
risks increase the level of systemic risk. Thus, when faced with an
event which negatively affects the economy as a whole, such as
plummeting housing prices, structured products will be harder hit
than traditional instruments with the same credit rating (Colval
etal., 2008). Meanwhile, liquidity risk also rose and
contributed significantly to systemic risk, because
off-balance-sheet vehicles were funded by commercial-paper issuance
which was backed by long-term mortgages but had short- or
medium-term maturities (average of 90 days and one year,
respectively). Thus, the principal and the interests were paid in
part with the cash flow generated by mortgages, and the rest was
paid by issuing new securities. Banks further increased this risk
by providing their vehicles with liquidity backstops to safeguard
against any temporary inability to pay investors.7

Finally, structured products derived from
loans, which were often granted without considering the credit
risk, are hard to evaluate. The structure of these products—built
upon a portfolio of loans which is subsequently divided into
tranches with different risk/return profiles, and is usually
restructured into new complex securities (re-securitization via
collateralised debt obligations or CDOs)—can ultimately result in a
lack of information about the risks to which investors are exposed,
given their distance from the underlying loans, and making direct
assessment virtually impossible. This opacity derived from the
securitization process is considered a crucial factor in the loss
of confidence in the financial system, which ended up triggering
the crisis.8

Credit Rating Agencies and Complexity

Given the complexity of structured
products, investor purchase decisions were largely based on the
ratings provided by risk assessment agencies. The subprime mortgage
crisis revealed two major problems in this area. Firstly, the same
rating scale was applied to structured and traditional products,
yet one of the things that characterizes structured products is
their ability to transform risky loans into highly-rated
instruments by creating tranches according to priority of payment,
targeting investors with different risk profiles.9 In this way, investors could purchase
products with the best possible rating but which offered a higher
yield than traditional bonds. Moreover, the banks made sure that
payment tranches were designed in such a way that they just barely
met the minimum requirements for AAA rating (a practice known as
rating at the edge). Secondly, investors did not account for the
fact that credit ratings were based on calculations which only
considered default risk and ignored the risk that the ratings
themselves could be revised downwards or that the situation of the
housing market could change (IMF, 2008). Another factor that
contributed to the favourable rating of structured products in
comparison to traditional bonds is the fact that rating agencies
charged the issuers higher commissions for structured products.

5. Reforming Regulation and Incentives

Like any technological breakthrough,
financial innovation can either improve the economy's efficiency or
introduce activities that generate private benefits as well as
social costs (negative externalities). Innovations that enhance
markets, providing financial instruments that offer new
possibilities of diversification and risk coverage (such as options
and futures), and help them overcome problems of asymmetric
information (the typical debt contract, for example) are
beneficial. Examples of the second possibility include financial
instruments that facilitate rent seeking, taking advantage of
investors or consumers through obfuscation, the inflation of
speculative bubbles, the increasing fragility of the system, and
regulatory arbitrage when adequate regulation exists. Following the
advent of the crisis, prominent economists and public
decision-makers (Paul Volcker, Lord Turner, Paul Krugman, Simon
Johnson and James Kwak, to name but a few) voiced their scepticism
about the positive contributions of financial innovation.
Nevertheless, it is obvious that many financial innovations have
boosted economic growth, and the relationship between financial
progress and economic progress is well documented (Levine, 2005).
We should also remember that financial innovation (venture capital,
for example) has played an important part in the development of new
technologies and innovative firms in a variety of
sectors.10

How innovation is used is determined by
the incentives of the economic agents, who are in turn influenced
by the regulatory framework. For example, some analysts are now
exploring the degree to which pressure to generate value for
shareholders and possible flaws in corporate governance mechanisms
contributed to the crisis. The limited responsibility of
shareholders in a context of deposit guarantees and explicit or
implicit TBTF (too big to fail) policies leads investors to demand
high-risk options, given that the profits are private and the
losses, in the event of bankruptcy, are shouldered by society to a
large extent. Shareholders therefore agree to compensation
contracts for executives that encourage risk-taking, with a
remuneration package that is unaffected when share prices drop but
shoots up when they rise. There is recent evidence which indicates
that this occurred in the pre-crisis period.11 Of course, there can also be additional
problems of agency (conflicts of interest) between shareholders and
executives and between executives and the financial intermediaries'
traders.

Therefore, the main issue is actually
incentives and reforming the regulatory framework so that private
agents shoulder the potential social costs of their decisions. The
regulatory reform now underway will be successful if it embraces
the following principles: the existence of a systemic risk
regulator; standardized regulations for all entities that provide
banking services (to avoid regulatory arbitrage); risk premiums and
limited scopes of activity in keeping with the characteristics of
each intermediary; capital requirements and rates that take
systemic risk into account; and a holistic approach that brings the
incentives of the system's various agents into line, both
domestically and internationally.

The process of reforming liquidity and
capital requirements (known as Basel III) and the legislative
reforms introduced in the EU and the USA are headed in the right
direction, though they may have limitations; however, since these
reforms have not yet taken root, it is still too soon to determine
whether or not they will be sufficient (Vives, 2010b). For example,
the Dodd-Frank Act passed in the United States in July 2010 has
established a variety of measures to align private and social
incentives in innovative products or markets. Banks wishing to
complete derivative transactions must now go through central
clearing instead of engaging in direct OTC transactions, which are
under federal supervision. Among other things, this regulation
seeks to prevent a cascade of losses in the event of failure of a
major player in the OTC market of credit default swaps (CDS), which
offers protection against potential default on a loan or bond. The
act also establishes prudential standards and rules on
transparency, designed to help the securitization market recover
its pivotal role in funding the economy. For example, originators
are now required to retain part of the credit risk (5%), giving
them a good incentive to monitor loans. In addition, the law
created a consumer protection agency to help restore investor
confidence and overcome the conflicts of interest that have
infested the financial industry. This agency may be instrumental in
improving transparency for consumers and investors, facilitating
the comparison of financial products and services offered by
different companies, and curtailing the deleterious effects of
innovations that increase opacity.

However, there are some questionable
aspects of the regulatory reform. The proposed reforms for
corporate governance in the financial sector run the risk of being
ineffective if they fail to address the root problem of the
incentives generated by deposit insurance and the bailouts of TBTF
institutions which, combined with limited responsibility, induce
shareholders to take risks which are excessive from a social
standpoint. With regard to market reform, the desirability of the
restrictions on short selling or naked shorting imposed in certain
countries is questionable given that the root problem is market
manipulation.

6. Conclusion

Financial innovation has been accused of
destabilising the banking industry and the financial markets and of
helping operators get around regulatory requirements. Although
these accusations are true in some cases (such as the abuse of
certain complex structured products), the real underlying problem
is not innovation per se but inadequate regulation. For example,
derivatives markets provide economic agents with opportunities for
risk coverage and signposts that condense the scattered information
floating around the market, and this role can be maintained with
trading in organized markets, monitoring, and transparent
information on counterparty risk. Securitization is an innovation
that allows investors to transfer risk and diversify, which in turn
increases the amount of available credit in an economy. The
problems that have been detected derive from a chain of
inappropriate incentives in a context of deficient regulation.

Innovation is necessary for the progress
of the financial system, and this progress is an essential
ingredient for economic growth. The challenge is to devise a
regulatory framework which allows innovation, globalization and the
financial system to develop while ensuring a proper balance between
private and social incentives.
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10 See Litan (2009) for a defence of many financial
innovations.

11 See Fahlenbrach and Stulz (2009), Cheng et al.
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We're still dancing."
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Introduction

To a large extent, the study of innovation
and technological change has been motivated by a desire to
understand and shape the forces that underlie economic development
and competitiveness in a market economy. Thus, there is a large
literature, contributed mainly by social scientists, examining the
many facets of innovation and the factors that contribute to
it—ranging from the behavior of individuals and organizations, to
the role and effectiveness of government policies aimed at spurring
innovation in particular sectors of the economy or targeted areas
of technology such as computers, aircraft, or agriculture.

The role of technological innovation in
addressing societal problems such as air pollution and water
pollution is a more recent development. Unlike innovations in
industries such as pharmaceuticals or electronics—where the result
is new products that consumers desire (such as more effective or
lower-cost medicines, cell phones and internet services)—there is
little or no "natural" market for most environmental technologies
whose function is to reduce or eliminate a pollutant discharge to
the environment. Would you voluntarily pay an extra $1,000 to
install air pollution emission controls on your automobile if it
were up to each consumer to decide? Most individuals would not,
recognizing that their action alone would do little to solve the
air pollution problem unless all drivers were required to take the
same action.

In cases such as this, the role of
government policies and regulations becomes critical, since most
environmental problems require collective action to effectively
address the problems. Similarly, the nature and extent of
innovations that lower the cost and/or improve the efficiency of
environmental controls depends heavily on the actions of government
agencies at all levels.

In this paper we focus on the links
between technological innovation and global climate change—which is
arguably the most far-reaching and formidable environmental
challenge facing the world today. First we present a brief overview
of the climate change problem and the innovation needs that
motivate this paper. Then we examine in greater detail some of the
options available to accelerate the innovations needed to address
the climate change challenge. While many of the examples cited in
this paper are drawn from experience and studies for the United
States, the general concepts and approaches that are discussed are
widely applicable to all nations faced with the challenges of
climate change mitigation.

The Climate Change Problem

Over the past 150 years, there have been
significant increases in the concentration of "greenhouse gases"
(GHGs) in the atmosphere, notably carbon dioxide (CO2), methane
(CH4) and nitrous oxide (N2O) (see figure 1), as well as a group of
industrial GHGs including hydrofluorcarbons (HFCs),
perfluorocarbons (PFCs), and sulfur hexafluoride (SF6). Greenhouse
gases drive climate change by trapping heat in the atmosphere,
which tends to raise the average temperature of the planet. This,
in turn, alters the patterns and intensity of precipitation as well
as the flows of air and ocean currents around the globe—all of
which directly or indirectly influence the climate (defined as the
average weather in a region over a period of several decades.)

The main sources of increased GHGs in the
atmosphere are the GHG emissions from a variety of human activities
(table 1). Figure 2 shows the recent growth in global GHG
emissions, expressed in terms of "CO2 equivalent" tonnages, which
accounts for differences in the heat-trapping ability of different
gases relative to carbon dioxide (see IPCC, 2007 for details). The
largest contributor is CO2 from the combustion of fossil fuels
(petroleum, coal, and natural gas, composed mainly of carbon and
hydrogen). Because our use of energy also releases some non-CO2
GHGs (primarily CH4 and N2O), energy use accounts for roughly 85
percent of all GHG emissions.

The essence of the climate change problem
is that if current trends continue, future global emissions of
greenhouse gases will grow significantly in coming decades in
response to growth in world population, economic development, and
other factors that increase GHG emissions. As a result, the average
global temperature is projected to increase by 1.1ºC to 6.4ºC by
the end of this century (IPCC, 2007). While there is considerable
uncertainty in such projections (as evidenced by figure 3), the
potential impacts of global warming could seriously endanger human
health, water supplies, agriculture, and human
settlements—especially in coastal areas vulnerable to sea level
rise and storms (IPCC, 2007b; NRC, 2010b).

In light of these large uncertainties, why
not simply wait until there is stronger empirical evidence about
the magnitude and impacts of climate change? A fundamental
difference between greenhouse gases and "conventional" air
pollutants like sulfur dioxide (SO2) and particulate matter is that
GHGs, once emitted, remain in the atmosphere for very long periods
of time—typically decades to millennia. For example, roughly half
the CO2 emitted today will still be in the atmosphere a century
from now, still contributing to global warming. Centuries later
some of today's CO2 emissions will still be in the air! In
contrast, conventional pollutants like SO2 stay in the atmosphere
for relatively short periods of time—typically days or weeks—before
they are removed or washed out by various physical and chemical
processes. Thus, if we quickly reduced emissions of conventional
pollutants their atmospheric concentrations (and associated
impacts) also would fall quickly. Not so for GHGs. Because of their
long lifetimes, atmospheric concentrations would continue to rise
unless emissions were curtailed dramatically. (Think of a bathtub
being filled from a large faucet, with only a slow trickle draining
from the bottom; the water level would continue to rise unless the
faucet were turned down nearly all the way to match the slow
drainage.) Thus, if climate change impacts prove to be as serious
as projected, reducing GHG emissions in the future would do little
to quickly reduce atmospheric concentrations to mitigate those
harmful impacts.

What Actions are Needed?

International policy goals for global
climate change were established in 1992 under the United Nations
Framework Convention on Climate Change (UNFCCC). To date, 192
nations have adopted the UNFCCC goal of "stabilization of
greenhouse gas concentrations in the atmosphere at a level that
would prevent dangerous anthropogenic interference with the climate
system". Scientific research has sought to better understand and
quantify the links between human activities, GHG emissions, the
resulting increases in atmospheric concentration, the consequent
changes in global temperature, and the impacts of those changes
(figure 4). The largest uncertainties are in the links between
global temperature increases and resulting impacts. However, based
on current science many policymakers worldwide advocate no more
than a 2°C rise in long-term global temperature as the climate
policy goal needed to prevent dangerous impacts. Achieving that
goal would require actions to stabilize atmospheric GHG
concentrations at levels only slightly greater than current levels.
That, in turn, would require a reduction in annual global GHG
emissions of 50% to 80% below 1990 levels by 2050, according to
recent studies (IPCC, 2007b).

The technological implications and
challenges of meeting such a goal are formidable. This is
illustrated in figure 5, which shows the results of recent modeling
studies for the United States. These results show there is no
unique solution or pathway to achieving large reductions in GHG
emissions—different models give different solutions based on
different assumptions about the future availability and cost of
alternative technologies and other factors. What all models show
emphatically, however, is that dramatic changes in the energy
system will be required, since this is the dominant contributor to
climate change.

Today about 85% of the world's energy is
provided by fossil fuels. Approximately half of that is in the form
of oil (used mainly for transportation), followed by roughly equal
amounts of coal (used primarily for electricity generation) and
natural gas (used for a variety of domestic and industrial heating
applications, and increasingly for electric power generation). The
CO2 released from the combustion of those fuels—primarily from
power plants and automobiles—is the key source of GHG emissions.
Achieving a transition to a sustainable low-carbon (ideally
zero-carbon) energy system is the major challenge we face to avoid
potentially dangerous climate change.

The Need for Technological Change

Technological change on a massive scale
will be needed to achieve large reductions in global GHG emissions.
The results in figure 5 illustrate the four general strategies
available to transform the energy system of a country or region: 1.
reduce the demands for energy in all major sectors of the economy
(buildings, transportation, and industry), thus reducing the demand
for fossil fuels; 2. improve the efficiency of energy utilization
so that less fossil fuel is required to meet "end use" energy
demands, resulting in lower CO2 emissions; 3. replace high-carbon
fossil fuels such as coal and oil with lower-carbon or zero-carbon
alternatives such as natural gas, nuclear, and renewable energy
sources such as biomass, wind and solar; and, 4. capture and
sequester the CO2 emitted by the combustion of fossil fuels to
prevent its release to the atmosphere.

As illustrated for the scenario in figure
5 (an 80% reduction below 1990 emissions by 2050), all four
approaches are needed to reduce emissions at lowest cost.
Reductions in energy demand, which include the effects of improved
efficiency, play the most prominent role in all but one of the five
models shown. The uncontrolled combustion of coal is eliminated or
sharply curtailed in all cases, and the direct use of oil and
natural gas also is reduced relative to the year 2000 reference
case. In contrast, the use of nuclear power, biomass, and
non-biomass renewables (mainly wind) increases significantly in
these studies. So too does the use of carbon capture and storage
(CCS). This technology could make it possible to capture the CO2
from power plants and other large industrial sources, and then
sequester it in deep geologic formations or depleted oil and gas
reservoirs. This option has gained substantial worldwide attention
in recent years, with efforts now underway to develop and
demonstrate the applicability of CCS for climate change
mitigation.

The same types of energy system
transformations that are illustrated in figure 5 for the United
States emerge in other modeling studies at the global level (e.g.,
IPCC, 2007b; Clark et al., 2009). While energy use is the dominant
contributor to GHG emissions, technological change in other sectors
will also be needed to deal effectively with climate change. For
example, changes in land-use practices, especially deforestation,
are needed to reduce or prevent the release of CO2 from natural
"sinks" such as forests and soils. Technological change similarly
can reduce or avoid emissions of non-CO2 GHGs, such as PFCs in the
semiconductor industry or nitrous oxide emissions from the
agricultural sector. More broadly, at least some adaptation to
climate change will almost certainly be necessary, and such
adaptations also will require some degree of technological change
(NRC, 2010c).

In short, the development and adoption of
new technology is an essential elementof any comprehensive
response to global climate change. But technological change on the
scale required cannot happen overnight. To achieve the substantial
reduction in CO2 emissions underlying figure 5, for example, the
United States alone would have to retrofit or replace hundreds of
electric power plants, tens of millions of vehicles, and hundreds
of millions of consumer appliances, building systems (for heating,
cooling and lighting), and industrial processes and equipment.
Change on this scale will take many decades to achieve.

Many of the technologies needed do not yet
exist commercially or are too costly (alternatives to
gasoline-powered automobiles is a good example). Some alternatives,
such as carbon capture and sequestration technologies for power
plants, have yet to gain widespread social and political
acceptance. Because the rates of development and adoption of new
technologies respond to government policies as well as to market
forces such as energy prices, we next look more closely at the
processes of technological change and innovation and the factors
that influence them.

The Process of Technological Change

As discussed elsewhere (e.g., NRC, 2010a),
the general process of technological change can be characterized as
involving a number of steps or stages. Different terms are used in
the literature to describe these stages, but four commonly used
descriptors are:

Invention: Discovery: the creation of new
knowledge or new prototypes;

Innovation: Creation of a new or improved
commercial product or process;

Adoption: Initial deployment and use of
the new technology;

Diffusion: Increasingly widespread
adoption and use of the technology.

The first stage—invention—is driven in
large part (but not solely) by research and development (R&D),
including both basic and applied research. The second
stage—innovation—is a term often used colloquially to describe the
overall process of technological change. As used here, however, it
refers only to the creation of a product or process that is
commercially offered; it does not mean the product will be adopted
or become widely used. That happens only if the product succeeds in
the final two stages—adoption and diffusion, which reflect the
commercial success of a technological innovation. Those two stages
are the ones that inevitably are most critical to reducing GHG
emissions via technological change.

Studies also show that rather than being a
simple linear process in which one stage follows another, the four
stages of technological change are highly interactive, as depicted
in figure 6. Thus, innovation is stimulated not only by R&D,
but also by the experience of early adopters, plus added knowledge
gained as a technology diffuses more widely into the marketplace.
Thus, "learning by doing" (economies in the manufacture of a
product) and "learning by using" (economies in the operation of a
product) are often (though not always) critical elements that
enable the adoption and diffusion of new technologies. Along with
sustained R&D (sometimes called "learning by searching"), these
stages often help to improve the performance and/or reduce the cost
of a new technology—trends that are commonly characterized and
modeled as a "learning curve" or "experience curve" (IEA, 2000;
McDonald and Schrattenholzer, 2002).

Each stage of the process also requires
different types of incentives to promote the overall goal of
technological change. An incentive that works well at one stage of
the process may be ineffective—or even counterproductive—at
another. Large-scale change also must be viewed and considered from
a "systems" perspective since the success of any new technology is
often dependent upon other technological and non-technological
factors. For example, the diffusion of energy-saving technologies
that can automatically adjust home appliances like air conditioners
and water heaters may depend on the development and dissemination
of "smart grid" technology in electrical networks. Similarly, the
dissemination of energy-efficient appliances may be inhibited by
institutional arrangements, such as landlord-tenant relationships
where neither party has an incentive to purchase a more expensive
but more energy-efficient appliance. Thus, in addition to technical
considerations, the widespread adoption and dissemination of a new
technology may require measures to address social and institutional
barriers that affect the nature and pace of technological
change.

The Importance of Technological Innovation

Any successful strategy to reduce GHG
emissions significantly will require actions not only to deploy the
low-emission technologies that are available today, but also to
foster innovation on new technologies that are needed. Accordingly,
there has been growing interest in recent years on ways to foster
such innovation, in particular, the role that governments can and
should play in that process.

Although research and development is a
major element of the innovation process, there is growing
recognition that technological innovation is a complex process that
commonly involves interactions with other stages of technological
change, as depicted in figure 6. Thus, gains from new technologies
often are realized only with widespread adoption—a process that
usually takes considerable time (often decades) and typically
involves a sequence of incremental improvements that enhance
performance and reduce costs (Alic et al., 2003).

In the context of this paper, a key
question is: what strategies and policies can most effectively
foster technological innovations that help reduce GHG emissions? As
discussed earlier, GHG emissions depend mainly on the types of
energy sources and technologies used to provide the goods and
services that society seeks. Thus, technological innovations can
help reduce GHG emissions in a variety of ways (NRC, 2010). For
example:

• New or improved technologies can enable
devices such as vehicles, machinery and appliances to use energy
more efficiently, thereby reducing their energy use and GHG
emissions per unit of useful product or service (such as a
vehicle-mile of travel or a lumen of lighting for
illumination).

• New technologies can create or utilize
alternative energy carriers and chemicals that emit less GHG per
unit of useful product or service (such as renewable energy sources
or new low-nitrogen fertilizers).

• New technologies can create alternative
ways of providing goods and services that are less GHG-intensive
(such as by using substitute products or materials that have lower
GHG emissions, or by facilitating larger system-wide changes such
as replacing automotive and air travel with teleconferencing and
telecommuting).

Technological innovations can facilitate
this full spectrum of possibilities. An even broader set of
innovations would include social and institutional systems and
designs. For example, innovations in urban planning and development
could help reduce future energy demands (and associated GHG
emissions) for transportation as well as in residential and
commercial buildings. Institutional innovations could provide
incentives for electric utility companies and others to invest in
measures that reduce the demands for energy, as opposed to policies
that favor increased energy sales.

Figure 7 shows one estimate of how
technological innovations can reduce the future cost of reducing
GHG emissions. In this modeling study, a "business as usual"
case—which includes historical rates of technological
improvements—is compared to a case with more rapid technological
change. The cost of meeting a stringent emission-reduction scenario
is reduced dramatically when "advanced technologies" are available.
This reduction in the unit cost of abatement translates into large
national and global cost savings, especially as emission-reduction
requirements grow more stringent over time.

The Critical Role of Government Policy

A major challenge in reducing GHG
emissions is that few if any markets exist for many of the more
efficient and low-emission technologies that are needed. What
electric utility company, for example, would want to spend a large
amount of money on carbon capture and storage technology if there
is no requirement or incentive to significantly reduce CO2
emissions? How many individuals would willingly buy an advanced
electric vehicle that costs much more than a conventional
automobile simply to reduce their carbon footprint? Costly actions
by firms or individuals to reduce their GHG emissions provide
little or no tangible value to that firm or person. Only by
government actions that either require or make it financially
worthwhile to reduce GHG emissions are sizeable markets created for
the products and services that enable such reductions. Government
actions to create or enhance markets for GHG emission-reducing
technologies are thus a critical element of the technological
innovation process.

Different policy measures influence
technological innovation in different ways. In general, policy
options can be grouped into two categories: voluntary measures and
mandatory requirements ("carrots" and "sticks"). The first
group—often called "technology-policy" options—provides incentives
of various types to encourage certain actions or technology
developments. The second group consists of government actions that
impose requirements or limitations on specified activities,
facilities, or technologies, typically in the form of regulations
and standards. Table 2 lists examples of policy options in each of
these two general categories. The discussions below elaborate
briefly on policies in each category to illustrate their role in
stimulating innovations that reduce GHG emissions.

Technology-policy options

Technology-policy measures can stimulate
innovation and help create markets for GHG-friendly technologies by
providing incentives and support for the development and deployment
of new technology. Table 2 lists a number of available measures,
grouped into three categories. The first is direct government
support for R&D to generate new knowledge (including new
concepts and technologies). This is the most common form of
government support for innovation, and typically involves a variety
of public and private organizations (Alic et al., 2003; CATF,
2009).

The second column lists additional policy
options that directly or indirectly support the development,
deployment and commercialization of new technologies. Such measures
have had a major impact on technology development in the past. For
example, US government procurement of jet aircraft and computers
during their early stages of commercialization following World War
II was critical to their subsequent development and widespread
deployment in the marketplace (Alic et al., 2003). More recently,
government support in the form of investment tax credits and
production tax credits (or feed-in tariffs) have fueled the rapid
growth in wind-power systems, as illustrated in figure 8.
Additional measures such as loan guarantees and support for
demonstration projects are currently being used to stimulate
investments in "clean coal" technologies such as coal gasification
and carbon capture and storage systems.

The third group of technology policy
options in table 2 reflects measures to stimulate learning and the
diffusion of knowledge. These include support for education and
training programs, as well as measures such as the development of
codes and standards that facilitate the diffusion of new
technologies.

Regulatory policy options

Energy and environmental regulatory
policies respond to "market failures" in which individuals and
organizations have little or no economic incentive to curtail
activities that adversely affect society as a whole (such as
emitting pollutants to the environment), and lack of government
intervention. Studies have documented the ability of energy and
environmental regulatory policies to influence the development and
deployment of major energy-related technologies, and also to
stimulate innovations that reduce GHG emissions and other air
pollutants. Highly-cited examples include fuel economy and
pollutant emission standards for automobiles (Lee et al., 2010),
energy efficiency standards for major appliances such as
refrigerators (Rosenfeld, 2008), new source performance standards
for power-plant air pollutants (Rubin et al., 2004), and market
incentives such as the cap-and-trade rules for power plant SO2
emissions (Popp, 2003).

In 1975, for example, the US government
imposed Corporate Average Fuel Economy (CAFE) standards on all new
cars sold in the United States in order to reduce US oil
consumption in the wake of the 1973 Arab oil embargo. The standards
called for roughly a doubling of the average 1973 fuel economy of
approximately 13 miles per gallon (mpg) to the CAFE standard of
27.5 mpg for new passenger cars. This provoked a series of
technological innovations that affected nearly all aspects of
automobile design. In little more than a decade, the US auto fleet
became nearly twice as efficient as it had been (EIA, 2010). In
2007, in response to renewed concerns about oil imports, the US
adopted more stringent CAFE standards. The new rules call for a
fleet-wide average fuel economy (including both passenger cars and
trucks) of 34.1 mpg by 2016 (NHTSA, 2010). These standards also
will reduce emissions of greenhouse gases (CO2) from fuel burning.
Although the United States has long avoided energy pricing policies
and fuel taxes to encourage energy efficiency, evidence from other
countries, including many in Western Europe, indicates that a
substantial boost in gasoline taxes would also be a powerful
stimulus for innovation in automotive technologies.

Energy efficiency standards also have
reduced the average energy use of major household appliances
including refrigerators, dishwashers, and air conditioners. Figure
9, for example, shows the dramatic decrease in the average energy
consumption of new refrigerators—then the most energy-intensive
home appliance in the US—following the adoption of California state
standards beginning in the 1970s, and subsequent national standards
beginning in 1990. As a result of technological innovations, the
average annual energy use of refrigerators was reduced to a third
of its 1975 value. At the same time, the average retail price of a
new refrigerator fell by a factor of two, even as the average size
of new units increased. The overall savings in electricity demand
avoided the need for many new power plants and their associated air
pollutant and GHG emissions.

The case of sulfur dioxide (SO2) emissions
from electric power plants further illustrates the potential
influence of performance standards on innovation for environmental
control technologies. Stringent national limits on SO2 emissions
from new coal-fired plants were adopted in the US starting in 1970.
The result was a dramatic rise in "inventive activity" as measured
by the number of US patents filed (from around the world) in the
area of SO2 control, as seen in figure 10. As post-combustion
capture technology became required and more widely implemented, the
capital costs of such systems fell by more than half over two
decades, while operating costs also declined sharply (Taylor et
al., 2005, Rubin et al., 2007). During this time the performance of
such systems also improved considerably: in the 1970s SO2
"scrubbers" typically captured 80% of the potential emissions. By
1990 the norm was about 90% SO2 removal, climbing to 95% or more
just five years later (Rubin, 2001). Today the best systems are up
to 99% effective in capturing SO2. If CO2 capture and storage
technologies are to become a cost-effective option for GHG
reductions, similarly sustained cost and performance improvements
will likely be needed (Rubin, 2009). This history of
post-combustion SO2 capture suggests that well-crafted regulatory
policies can help accomplish that goal.

The regulatory policies illustrated above
are examples of what are often referred to as "command-and-control"
regulations that compel polluters or manufacturers to meet
specified levels of technology performance at individual
facilities. The more recent adoption of "market-based" regulations,
such as the cap-and-trade systems adopted for compliance with acid
rain legislation and summer ozone control (Yeh et al., 2005), gives
polluters greater flexibility in complying with national or
regional requirements for an overall level of emissions reduction.
Such flexibility can significantly lower the cost of
compliance.

An economy-wide cap-and-trade program is a
regulatory policy approach that has been widely advocated and
proposed as the most cost-effective means of greenhouse gas
mitigation (e.g., Jaffe et al., 2003). This approach is also the
centerpiece of the current Emissions Trading System (ETS) for
carbon dioxide emissions in the European Union. Alternatively, many
economists advocate a tax on GHG emissions as the preferred
market-based approach for reducing GHG emissions (NRC, 2010a). Both
approaches can stimulate innovation by establishing economic
incentives and markets for emission-reduction measures. In the case
of cap-and-trade, this requires a sufficiently stringent cap, while
in the case of an emissions fee, a sufficiently stringent tax.
Because there is less historical experience with such market-based
regulations, there is limited empirical evidence of their
effectiveness in stimulating technology innovations that reduce
environmental emissions. However, in the case of SO2 control, a
study of patent data found that the US cap-and-trade program
enacted in 1990 fostered innovations that lowered the cost of
operating SO2 capture units and improved their SO2 removal
efficiency (Popp, 2003). Studies also found that the SO2
cap-and-trade program promoted changes in the internal procedures
of regulated firms as well as innovations and investments by
upstream suppliers (Burtraw et al., 2005). Strong theoretical
grounds also support a major role for market-based policies in an
overall strategy for dealing with climate change.

Choosing policy options

The merits and limitations of alternative
policies for climate change mitigation is a topic widely discussed
in the literature and debated in policy forums. Inevitably, the
choice of policies adopted by any nation, either unilaterally or as
part of an international accord, will depend on many factors and
circumstances, discussion of which is beyond the scope of this
paper. Rather, the preceding discussion was intended to illustrate
some of the ways in which policy choices can affect technological
innovation for GHG mitigation. Similarly, we note that other types
of policies, such as patenting and anti-trust enforcement, can also
have an indirect influence on innovation, as discussed by Alic et
al. (2003).

In most cases, the preferred path for
climate change mitigation and technology innovation will be a
combination of policies that offer both "carrots" and "sticks". The
simple but important message of this section is that voluntary
technology policy measures alone will not be sufficient to
stabilize GHG levels. Sufficiently stringent regulatory policies
are also needed to limit GHG emissions and to foster technology
innovation.

Resource Needs for Technological Innovation

Achieving climate change goals will
require not only a set of policy drivers, but also an infusion of
financial and human resources to support each stage of the
technological-change process depicted earlier in figure 6. Such
resources are especially critical for the technology-innovation
stage. In particular, there are significant needs for increased
financial support for R&D and for people with the requisite
training, skills and creativity to innovate—not only with regard to
technologies for energy supply and demand, but also in other
sectors that emit GHGs, including agriculture, forestry, and
manufacturing.

The present outlook for a major infusion
of such resources is decidedly mixed. In recent years, for example,
China—which is now the largest emitter of GHGs in the world—has
embarked on a major expansion of investment in "green" energy
technologies that has propelled it to become the world's leading
manufacturer of photovoltaic solar cells, as well as a dominant
force in wind power systems. China is also investing heavily in
nuclear power generation, and is developing a number of clean coal
technologies, including carbon capture and storage systems.

In contrast, national government funding
for energy R&D in the United States has declined sharply over
the past three decades. In 2008, such funding was less than a fifth
of what it was in 1980, in real terms. While federal energy R&D
funding in the US has increased in the past few years—including a
sharp rise in 2009 as part of an economic stimulus program—US
expenditure for energy R&D remains much lower than for other
key areas of science and technology such as space and health (NRC,
2010a). Compared to many other industrialized countries (including
Canada, Denmark, Finland, France, Japan, Korea, Norway, and
Sweden), the US also spends substantially less on energy R&D as
a fraction of gross domestic product (GDP) (IEA, 2009). This is
illustrated in figure 11, which compares government spending on
energy R&D by the US and Japan as a percentage of GDP. For the
past three decades, the US percentage has been considerably lower
than that of Japan. While in absolute terms the US spending is
higher than in other smaller nations, the normalized data suggest
that energy R&D is a lower national priority in the United
States than in many other industrialized countries.

Ultimately, the private sector must play
the major role in technology innovation if the climate change
problem is to be dealt with successfully. Reliable data on
private-sector funding of energy-related R&D is less readily
available. Estimates by the International Energy Agency (IEA) and
others suggest that the current rate of R&D spending by the
energy industry is far below that of industries such as
pharmaceuticals, biotechnology, and software and computer
services—industries whose profitability depends more strongly on
the ability to create new or improved products. Within the energy
sector, the electric-power industry tends to have the lowest rate
of R&D spending as a percentage of sales (a widely-used
indicator) (NRC, 2010a). This suggests that a significant increase
in private-sector investment in R&D will be needed to develop
and commercialize new low-emission technologies to address climate
change. In turn, government policies must provide the signals and
potential markets needed to stimulate private-sector investment in
R&D to reduce greenhouse gas emissions.

Technology innovations to reduce GHG
emissions will also require increased numbers of skilled workers,
especially engineers and scientists in a wide variety of
disciplines (including the social sciences). Limited data for the
US suggests that the energy industry currently has far fewer
R&D workers as a percentage of the total workforce than the
average for all US industries. Over the past two decades the
percentage of US college graduates in engineering fields has also
declined significantly (NRC, 2010a). While other countries exhibit
more favorable trends, increased efforts will be needed to direct
human resources and talent to focus on innovations that support
climate change mitigation.

Conclusion

While the study of technological
innovation historically has been motivated by a focus on economic
development and competitiveness in a market economy, the links
between innovation and the attainment of environmental quality
goals has become a subject of growing interest. This paper has
discussed the critical role of technology innovation in addressing
the problem of global climate change—arguably the most pressing
environmental challenge we presently face.

As elaborated in this paper, technological
change on a massive scale will be needed over the coming decades to
achieve the international goal of stabilizing atmospheric levels of
greenhouse gases (GHGs) at levels that avoid dangerous impacts.
This will require replacing current GHG-intensive
technologies—especially energy technologies based on fossil fuels
(oil, gas and coal)—with newer technologies that emit fewer or no
greenhouse gases. In many cases this will require advanced
technologies that have not yet been developed or adopted on a
significant commercial scale, or which have not yet been
invented.

Studies of technological change show that
it is a complex process involving interactions among all stages of
the process (invention, innovation, adoption, and diffusion of new
technology into the marketplace). In general, gains from new
technologies are realized only with their widespread adoption, a
process that usually takes considerable time.

Government policies influence outcomes at
each stage of this process. The stageof technological
innovation—which leads tothe development of new processes and
technologies—is especially uncertain because development pathways
and the likelihood of success cannot be predicted with confidence.
Nor does the development of a new technology guarantee its
commercial viability.

The role of government policies is
especially critical in fostering innovations that address the
problem of climate change. In the absence of government mandates or
incentives to mitigate the problem, there are few if any markets
for new technologies whose sole purpose is to reduce emissions to
the environment (air, water or land). Thus, to achieve the large
reductions in greenhouse gas emissions needed to reduce the risks
of climate change, a broad portfolio of policies is required—not
only to foster technological innovation, but also the subsequent
adoption of new technologies by a large range of actors including
individuals, governments, and firms of all size.

The policy portfolio to foster innovation
should include a combination of "sticks" in the form of regulatory
policies that directly or indirectly set limits on GHG emissions
(such as through market-based mechanisms, technology performance
standards, or a combination of measures), together with "carrots"
in the form of technology policies that provide voluntary
incentives to encourage technology innovation and deployment (such
as through support for R&D, tax credits, loan guarantees,
government procurement programs and other measures). To realize the
full benefits of technological innovation, the policy portfolio
also should support diffusion of knowledge, such as through
financial support for education and training, along with other
measures.

Although R&D alone is not sufficient
to achieve widespread technological change, it is nonetheless a
critical element of the policy portfolio needed to foster
innovations that reduce GHG emissions. As discussed in this paper,
substantial increases in government support for energy-related
R&D are required to address the challenges of climate change.
Large increases are also needed in private-sector support for
R&D, especially in energy-related industries. Government
policies again play a vital role by establishing the requirements
and market signals needed by the private sector to justify R&D
investments.

Finally, reducing GHG emissions through
innovations in technology and institutions will require increased
numbers of skilled workers, especially engineers and scientists
across a wide variety of disciplines, including the social
sciences. At the end of the day, it is people who innovate. Both
government and the private sector have critical roles to play in
attracting and retaining the best and brightest people worldwide to
address the challenges and invent the opportunities for mitigating
global climate change.
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Table 1. The major greenhouse gases and common
sources of emissions




	
Símbolo


	
Nombre


	
Fuentes comunes





	
CO2


	
Carbon Dioxide


	
Fossil fuel combustion, forest clearing, cement
production, etc.





	
CH4


	
Methane


	
Landfills, production and distribution of
natural gas & petroleum, fermetation from the digestive system
of livestock, rice cultivation, fossil fuel combustion, etc.





	
N2O


	
Nitrous Oxide


	
Fossil fuel combustion, fertilizers, nylon
production, manure, etc.





	
HFC's


	
Hydrofluorocarbons


	
Refrigeration gases, aluminium smelting,
semiconductor manufacturing, etc.





	
PFC's


	
Perfluorocarbons


	
Aluminium production, semiconductor industry,
etc.





	
SF6


	
Sulfur Hexafluoride


	
Electrical transmissions and distribution
systems, circuit breakers, magnesium production, etc.










Source: IPCC, 2007b




Table 2.Policy options that can foster
technology innovations to reduce GHG emissions




	
"Technology Policy" Options


	
Regulatory Policy Options





	
Direct Government Funding of Knowledge
Generation


	
Direct or Indirect Support for
Commercialization and Production


	
Knowledge Dissemination and Learning


	
Economy-wide Measures and Sector or
Technology-specific Regulations and Standards





	
• R&D contracts with private firms (fully
funded or cost shared)

• R&D contracts and grants with
universities and non-profits

• Intramural R&D in government
laboratories

• R&D contracts with consortia or
collaborations


	
• R&D tax credits

• Patents

• Production subsidies or tax credits for firms
bringing new technologies to market

• Tax credits, rebates or payments for
purchasers/users of new technologies

• Gov. procurement of new or advanced
technologies

• Demonstration projects

• Loan guarantees

• Monetary prizes


	
• Education and training

• Codification and dissemination of technical
knowledge (e.g., via interpretation and validation of R&D
results; screening; support for databases)

• Technical standards

• Technology/Industry extension programs

• Publicity, persuasion and consumer
information


	
• Emissions tax

• Cap-and-trade program

• Performance standards (for emission rates,
efficiency or other measures of performance)

• Fuels tax

• Portfolio standards










Source: NRC, 2010a;
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Introduction

Interaction with animals has long been
known to be emotionally beneficial to people. In recent years, the
effects of animals on humans have been researched and proved
scientifically. Friedmann investigated the one-year survival rate
of patients who were discharged from a coronary-care unit and found
that survival among those who kept pets was higher than among those
who did not (Friedmann et al., 1980). Baun et al. reported that
patients' blood pressure dropped when they petted their dogs (Baun
et al., 1984). Garrity et al. studied older people who were
socially isolated and had lost their partner during the previous
year, and found that the intensity of depression among those who
had no pets was higher than among those who did (Garrity et al.,
1989). Lago et al. researched through telephone interviews the
influence on older people of owning pets. They found that mortality
and attrition were higher for former owners than for current owners
(Lago et al., 1989). Hart et al. studied the social influence of
animals on people, and found that those with dogs were approached
in a friendly way by strangers more frequently than those without
dogs (Hart et al., 1987).

In medical applications, especially in the
United States, animal-assisted therapy and activities (AAT&AAA)
are becoming widely used in hospitals and nursing homes (Delta
Society, 1996; Fine, 2006). AAT has clear goals set out in therapy
programs designed by doctors, nurses and social workers, in
cooperation with volunteers, while AAA refers to patients
interacting with animals without particular therapeutic goals, and
depends on volunteers. AAT and AAA are expected to have three
effects:

1. a psychological effect (relaxation,
motivation);

2. a physiological effect (the improvement
of vital signs);

3. a social effect (stimulation of
communication among inpatients and caregivers).

For example, a hospitalized child, who was
in significant pain on account of his illness, was afraid to get up
and walk around. However, when he was asked to take a therapy dog
for a walk, he immediately agreed and walked off happily, as if all
his pain had disappeared. Moreover, the dog acted as a medium for
interaction between him and the other children (Kale, 1992). In
another case, a boy who was born as a crack-exposed baby was unable
to speak or walk. However, through interaction with therapy dogs
and birds, both his linguistic and motor abilities improved (Delta
Society, 1991).

For AIDS patients, it is important to
reduce their stress as it greatly affects the complications of
immune deficiency. AAT helps them to relax and stay connected with
the world (Haladay, 1989).

In addition, AAT and AAA at nursing homes
help to rehabilitate older people, make them laugh, and bring
happiness to patients who have only a short time to live (Gammonley
and Yates, 1991). AAT reduces loneliness in residents of long-term
care facilities (Banks and Banks, 2002). The presence of therapy
animals has been particularly useful in reducing agitated behavior,
decreasing episodes of verbal aggression and anxiety, and
increasing social interaction among institutionalized old people
suffering from dementia (Richeson, 2003; Fick, 1993; Fritz et al.,
1995).

However, most hospitals and nursing homes,
especially in Japan, do not allow animals, although they recognize
the positive effects of AAT and AAA. They are afraid of the
negative impact of animals on human beings, in the form of allergic
reactions, infection, bites, and scratches.

Society in most advanced countries is
aging. Among them, Japan has the most old people: 23.1 percent of
the population (29.4 million out of 127 million) in 2010 are more
than 65 years old. Many old people stay healthy, but some of them
need care at home or in institutions, depending on their levels of
physical disabilities and cognitive disorders. Among the cognitive
disorders, dementia presents the most problems. About 2 million
people suffer from dementia in Japan In 2010.

Mental-health care for the elderly is an
important issue for caregivers at nursing homes (Daies and Knapp,
1981) as depressive disorders are common among old people who have
experienced difficult situations such as the loss of their family,
friends, social roles, and physical functions (WPA/PID). In
addition, those who suffer from mental diseases such as dementia,
hallucinations, aggression and wandering cause psychiatric and
behavioral disturbances (ADI, 1999). Such disorders have a negative
impact on their quality of life and that of their caregivers. In
order to improve communication with older people, caregivers
conduct recreational activities, such as singing songs, coloring,
drawing pictures, and origami. However, some people are too
embarrassed to sing songs, and others lack finger mobility when
attempting to draw. In addition, communication is complicated on
account of a lack of common topics.

This paper introduces robot therapy for
"life innovation", and discusses its potential in care for the
elderly. The next section describes the new area of robotics:
human-interactive robots for psychological enrichment. We then
explain the required functions for therapeutic robots and the seal
robot, Paro. Finally, we describe examples of robot therapy for
older people, and present our conclusions.

Human-interactive robots for psychological
enrichment

Industrial robots have been used widely in
manufacturing industries since the early 1960s. Industrial robots
typically perform welding, assembling, painting, packaging, and
palletizing in automotive manufacturingand other industries.
Such robots work very fast and accurately, although initially they
need to be taught by a human operator and their environment needs
to be especially designed to enable them to accomplish their tasks.
Most industrial robots are considered a potential danger to humans,
and therefore are kept isolated from them.

Meanwhile, the rapid development in high
technology has produced robots not only for factories but also for
our living environment, such as homes, offices, and hospitals. For
example, wheelchair robots enable elderly people to move easily
outside (Matsumoto et al., 2006). Robotic suits, which can expand
the physical capability of humans, are expected to reduce the
workload of caregivers (see HAL). A horseback-riding robot promotes
a patient's physical strength (see JOBA). Human-interactive robots
for psychological enrichment, in particular, are expected to be a
new application of robotics and are attracting many researchers and
companies (Shibata, 2004). Human-interactive robots are designed
for entertainment, communication (social activity), guidance,
education, welfare, mental therapy, and other purposes. Various
types of robots, such as humanoid, animal, and robots with a unique
appearance, have been developed.

These robots offer more interaction with
humans than industrial robots. They are evaluated not only in terms
of objective measures, such as speed and accuracy, but also in
terms of subjective measures regarding interacting with humans,
such as providing comfort and happiness. Robots for entertainment
are good examples of the importance of a subjective evaluation of
their value (fig.1).

There are four categories of human
interactive robots for psychological enrichment, in terms of their
relationship with humans: 1. performance robots; 2. tele-operated
performance robots; 3. operation, building, programming, and
control robots; and 4. interactive autonomous robots.

1. Performance robots:

Performance robots have a long history and
they execute movements that express meanings to humans, mostly for
entertainment. Mechanical puppets that were able to play an organ,
draw pictures, and write letters were developed in Switzerland in
the 18th century. Karakuri dolls were developed in Japan during the
same era to dance, perform magic tricks, and so on. Recently, many
performance robots have been used at exhibitions, museums, movies,
and amusement parks such as Disneyland and Universal Studios.
Recent humanoid robots, such as Honda's ASIMO and Sony's QRIO, can
be included in this category (Hirai, 1998; Kuroki et al., 2002).
Performance robots are able to amuse sizable audiences at any time.
However, their movements are probably preprogrammed and mostly
repetitive; therefore, they are not usually very interactive with
humans. A high degree of complexity in performance robots is
required in order to keep humans amused.

2. Tele-operated performance robots:

Tele-operated performance robots are
controlled remotely by hidden operators. Their movements can appear
reactive to the humans who interact with them because the operator,
based on the audience's actions, sends commands to the robots to
simulate reactive behavior. At exhibitions or amusement parks, for
example, human-type robots are used as tele-operated performance
robots.

3. Operating, building, programming, and
controlling robots:

Humans derive a great deal of
entertainment from operating, building, programming, and
controlling robots. Moreover, they can watch the performance of the
robots that they are operating. A simple example of this is the
"UFO catcher", a stuffed-animal game machine at amusement centers.
Building and programming a robot is also included in this category.
Contests between robots such as Micro-mouse, RoboCup (robot
football, Kitano et al., 1998), and RoboOne (robot wrestling, see
Robo-One) are popular examples, as are LEGO-Mindstorms and
I-Blocks. Because building and programming robots can stimulate
children's creativity, this activity combines entertainment with
education, and is often referred to as "edutainment" (Druin and
Hendler, 2000; Lund, 2004).

4. Interactive autonomous robots:

Interactive autonomous robots connect with
humans in the physical world. They use verbal and nonverbal
communications, depending on their functions. Contrary to the
interactions of robots in the other categories, human-robot
interactions are mostly personal. For example, Sony's dog robot,
AIBO, which is designed for entertainment, has a mechanical
appearance and attracts people's interest using nonverbal
communication (Fujita, 2004). The communication robot, Ifbot,
produces conversation using facial expressions and a large number
of prepared conversation scenes (see ifbot). The human-friendly
information terminal, PaPeRo, can control home electric appliances
and collect information via the Internet by voice command, and even
entertain people by dancing and playing games (see PaPeRo). Guide
robots in museums and exhibitions (Bischoff and Graefe, 2004), and
mental-commitment robots described in this paper also belong to
this category.

In the area of welfare and mental therapy,
Shibata et al. studied and developed a mental-commitment robot,
which aims to engender mental effects, such as pleasure and
relaxation, in its role as a personal robot (see Shibata,
1996-2009). They also proposed "robot therapy," which used robots
as substitutes for animals in animal-assisted therapy and activity.
Robot therapy targets the people in medical and welfare
institutions where animals are not allowed. A seal-type
mental-commitment robot, named Paro (fig.2), was developed
especially for robot therapy and is used at pediatric hospitals and
facilities for elderly people in several countries. Recent research
has revealed that robot therapy has the same effects on people as
animal therapy. Robot therapy, in particular, is recognized as a
new method of mental health care for elderly people (including
dementia patients).

Therapeutic robot

Required functions

In robot therapy, it is important to
stimulate people's knowledge and experience of animals through
interaction with the robots, and to touch their feelings when they
are interacting with animals. Therefore, the shapes, feelings of
touch, autonomous behaviors and responses that mimic animals are
the features that are required in the robots.

In addition, the devices are used not only
in people's homes but also in hospitals and nursing homes. Many
people who have lost their physical strength and healing capability
on account of aging or illness are expected to interact with the
robots. Therefore, the robots must be easily accepted by people and
also be harmless and hygienic. A cause of concern regarding such
robots is that individuals are expected to physically interact with
them by touching and hugging them, and therefore there exists a
possibility of them being harmed. Furthermore, in case robots are
used by hospital patients with deteriorated immune systems such as
leukemia, the robots may transmit germs. Furthermore, some people
visit medical-welfare facilities for a few hours at a time for day
care and ambulant treatment, but some stay or are hospitalized for
years (e.g., in nursing homes for long-term care). Therefore, the
robots have to sustain long-term interaction with people in their
daily lives.

These robots are used by doctors, nurses,
therapists, caregivers, and volunteers for long periods of time. In
addition, users play with them whenever they want. Therefore, it is
important that the robots be designed in such a manner that anyone
is able to operate them, and that no specialized knowledge is
required to do so.

Mental-commitment robot, Paro:

Mental-commitment robots are not intended
to perform physical work or service (see Shibata, 1996-2009). Their
function as personal robots is to engender mental effects, such as
pleasure and relaxation. These robots have a purpose and act
independently, although, like living organisms, they receive
stimulation from the environment. Their actions during interaction
with people make it seem that they have hearts and feelings.

Mental-commitment robots are able to
stimulate the different senses of human beings through physical
interaction. Thus, the primary characteristic of mental-commitment
robots is nonverbal communication. A basic psychological experiment
was conducted on the subjective interpretation and evaluation of
robot behavior following human-robot interaction. This study showed
the importance of appropriately stimulating the human senses and
extracting associations. Sensor systems, consisting of visual,
aural, and tactile senses for robots, were studied and developed. A
plane soft tactile sensor was developed to cover the robot to
enhance bodily contact between people and the robot (Shibata,
2004). This sensor can detect position and force when people touch
the robot, and at the same time, it is soft to touch.

There are three categories of animal
robots:

1. familiar animals (e.g., dog, cat);

2. unfamiliar animals (e.g., seal);

3. imaginary animals or characters.

The dog, cat, and seal robots were
developed as models. Each robot operates using its three internal
elements, sensory information from its sensors, and its own diurnal
rhythm (morning, afternoon, and night) to perform various
activities during its interaction with people.

Subjective evaluations of the cat and seal
robots were conducted using a questionnaire (Shibata et al., 1999;
Shibata and Tanie, 2000). Both robots were evaluated highly.
However, subjects complained about the softness and reactions of
the cat robot in comparison with their knowledge of real cats. On
the other hand, most people do not have much knowledge of seals,
and hence were unable to compare the seal robot with what they knew
about them. Therefore the evaluation of the seal robot following
the interaction was higher. These results revealed that more people
accepted the unfamiliar animal shape.

Cross-cultural studies on the subjective
evaluation of the seal robot were conducted in seven different
countries: Japan, the UK, Sweden, Italy, Korea, Brunei, and the US
(Shibata et al., 2002; Shibata et al., 2009). The data were
obtained from about 2,000 respondents. The subjective evaluation
provided overall high scores, and revealed that the seal robot
could be widely accepted despite cultural and religious
differences. However, from the results of the principal component
analysis, there were two different sets of expectations regarding
Paro: one was as a pet, and the other was for therapy (fig. 3). In
Asian countries, Japan and Korea, people accepted Paro as a pet,
but not for therapy. In European countries, the UK, Sweden, and
Italy, people accepted Paro for therapy, but not as a pet. In the
US and Brunei, people accepted Paro as a pet and for therapy. This
may be because of the different relationships between humans and
pets, and the attitudes toward robots in general. In Asia, pets are
popular, but their status is lower than that of humans. In
addition, animal therapy is not known or trusted very much. In
Western countries, however, pets are loved and their status is
equal or higher than that of humans. In addition, animal therapy is
well known and is practiced. However, robots are considered to be
dangerous or even evil, and there is a fear that jobs might be
taken by them.

The seal-type mental-commitment robot,
Paro, was designed both as a pet and for therapy. Even though
Paro's surface is covered with pure white or light gold fur
(fig.2), Paro contains high-tech mechanisms (fig.4).
Ubiquitous surface tactile sensors are inserted between the hard
inner skeleton and the fur to create a soft, natural feel and to
permit the measurement of human contact with Paro. His weight is
approximately 2.7 kg., his weight and size simulating those of a
human baby. Paro has four senses: sight (light sensor), audition
(determination of sound source direction and speech recognition),
balance, and a tactile sense. In addition, Paro has a temperature
sensor, which maintains a constant warm body temperature. His
mobile parts are as follows: vertical and horizontal neck
movements, front and rear paddle movements, and independent
movement of each eyelid, which is important for creating facial
expressions.

In order to be evaluated highly by people
interacting subjectively with him, Paro was functionally designed
to be soft and evoke a feeling of warmth. Each Paro was trimmed
with artificial fur, and eyelashes were sewn onto him by craft
workers to achieve high quality (fig.5). In addition, his
artificial fur is antibacterial and dirt resistant, and will not
fall out. An electromagnetic shield was installed in the internal
circuit to prevent any ill effects on pacemakers. The
withstand-voltage test, a drop test, a one hundred-thousand times
stroking test, and a long-term seven- year clinical test confirmed
that Paro is very safe and durable. Paro was designed to be simple
enough for anyone to operate. He has only one on/off switch for
power, and a pacifier-type charger. Artificial intelligence enables
users to learn Paro's name and become acquainted with his behavior,
thereby preventing them from losing interest, allowing them to
gradually build a relationship with him, and showing their
affection for him. In addition, baby harp seals were investigated
so that their liveliness and cuteness could serve as models for the
robot; real baby seal calls were sampled and used.

Robot therapy

Robot therapy using seal robots is
conducted at hospitals and nursing homes in many countries: Japan,
Sweden, Denmark, Italy, the US, and so on. Robot therapy consists
of robot-assisted therapy programs designed by doctors, nurses, and
social workers, and also robot-assisted activity, which allows
patients to interact with robots without any particular therapeutic
goals. Such activities do not depend on volunteers, but are
conducted by facility staff. Robot-assisted therapy is mainly
conducted at medical facilities, such as hospitals and clinics, and
also at welfare facilities such as nursing homes (fig.6)

Robot therapy for the elderly

As an example of robot therapy, Paro was
used to assist elderly people at a day service center (Shibata et
al., 2001; Saito et al., 2002; Wada et al., 2004). To investigate
the effects of seal robots on the elderly, their moods were
evaluated using face scales (Lorish and Maisiak, 1986) and
questionnaires. Changes in their reactions to stress were measured
by the hormones in their urine: 17-ketosteroid sulfate (17-KS-S)
and 17 hydroxycorticosteroids (17-OHCS) (Selye, 1970; Nishikaze et
al., 1995). In addition, the stress that the nursing staff
experienced was investigated by questionnaires -- i.e., the burnout
scale (Pines, 1981). The day service center was provided with seal
robots for five weeks, and the feelings of the old people improved
as a result of their interaction with the robots. Urine samples
showed that their ability to overcome stress also improved.
Moreover, the stress levels of the nursing staff decreased because
the old people required less supervision while interacting with the
robots.

A long-term experiment was conducted at a
health-service facility, starting in August 2003 (Wada et al.,
2004). Approximately 10 people joined the interaction with Paro for
one hour, twice a week. One or two caregivers managed the
interaction with Paro. To investigate the effects of Paro, face
scales and geriatric depression scales were used (Yesavage, 1988).
The results showed that the feelings of the old people improved
over the year, and depression in the participants was also reported
to have decreased. The caregivers commented that interaction with
Paro made the old people laugh and become more active. Their facial
expressions changed, softened, and brightened. On the day of the
activity, they looked forward to interacting with Paro, sitting
down and waiting even before the interaction session began. Some
people who usually stayed in their rooms came out and willingly
joined the activity. In addition, Paro encouraged people to
communicate with each other as well as with the caregivers by
becoming their common topic of conversation. Thus, the general
atmosphere became brighter. Even now, these older people enjoy
playing with Paro.

In another example, Paro was introduced in
the public area of a care house, a type of communal housing for
older people, and was activated for over nine hours each day for
the researchers to investigate the effects of free interaction with
him (Wada and Shibata, 2007).To examine the psychological and
social effects, each subject was interviewed and his or her social
network analyzed. In addition, the activities of the residents in
public areas were video recorded. For physiological analysis,
residents' hormones in urine; 17-KS-S and 17-OHCS, were analyzed.
The results indicate that interaction with Paro increased their
social interaction. Furthermore, the urine tests showed that the
reactions to stress of the subjects' vital organs improved after
interacting with Paro.

Effects on patient with dementia

Dementia is a major problem in care for
the elderly. According to Alzheimer's Disease International (ADI),
an estimated 24.4 million people suffer from dementia worldwide,
and the number will increase to 82 million by 2040. Dementia is a
progressive, disabling neurological condition that occurs in a wide
variety of diseases. The most common cause of dementia is
Alzheimer's disease (AD), which accounts for approximately half of
the people with dementia. Other causes include vascular disease,
Lewy body dementia, and many other diseases (see ADI, 1999).
Psychiatric and behavioral disturbances, such as personality
changes, hallucinations, paranoid ideas, aggression, wandering, and
incontinence are common features of dementia and are the leading
causes of the need for long-term care (Garrity et al., 1989).
Donepezil, physical exercise, and diet cure are expected to slow
the progress of dementia (Andrade and Radhakrishnan, 2009). But
unfortunately, there is no permanent cure for dementia at present.
Recent data suggest that art, music, and learning, which stimulate
patients' emotions and brain, can slow its progression once it has
begun (Kimura et al., 2002; Brotons and Koger, 2000; Kawashima,
2002). However, there is room for improvement in all such
treatments.

As for the interaction between Paro and
dementia patients in nursing homes, behavioral improvements were
observed in several cases. For example, a patient who moaned
continuously was able to relax and then started to talk to the
therapist (Marti et al., 2006). After playing with Paro, another
patient who often tried to return home stopped doing so; her
wandering symptom improved.

Robot therapy for dementia patients was
conducted at a neurosurgery clinic to investigate the physiological
influences of the treatment (Wada et al., 2008). Diagnosis Method
of Neuronal Dysfunction (DIMENSION) was used to record each
patient's EEG before and after 20 minutes of robot therapy (Musha
et al., 2002). In addition, a questionnaire concerning each
subject's impression of Paro was conducted. The results showed that
50% of 14 valid subjects' condition of cortical neurons activity
improved by interacting with Paro. This was especially true for
patients who were particularly fond of Paro.

In Japan, the cost of care for a dementia
patient by social welfare insurance is about 40,000 USD per year,
and the patient's life expectancy is about 8 years. In Denmark, the
cost is about double. This represents an enormous burden on the
municipalities that provide long-term care insurance. Useful and
convenient methods for the prevention of dementia are urgently
needed. Paro has been on the market since 2005. The price is about
4600 euros. However, the running costs consist almost only of a
battery-recharging fee as the battery is designed to last for over
10 years. Paro can be used even without a specially-trained
therapist although people must attend a one-day seminar in the EU
in order to use him. Several municipalities in Japan know about
Paro's effects and support his introduction. For example, Nanto
city, Toyama, bought eight Paros and introduced them to day-service
centers in the city. Tsukuba city, Ibaraki, established a subsidy
for purchasing Paro.

Meanwhile, a dementia-care center in
Copenhagen, Denmark, investigated the effects of robot therapy on
dementia patients as part of the national project "Be-Safe". Twelve
Paros were introduced in 10 different places. The results obtained
from the seven-month clinical trial showed that Paro had positive
effects on the patients. Based on the results, the Danish
government decided to introduce 1,000 units of Paro to nearly all
the elderly-care facilities in Denmark. So far, more than 100
institutions, with more than 200 licensed staff, have been using
Paro in 2010. In addition, other European countries including
Norway, the Netherlands, and Germany, have adopted the same system,
and have started to use Paro with licensed staff.

Other research

Robot therapy, using
commercially-available animal-type robots, such as AIBO and NeCoRo
has been attempted (Libin and Libin, 2004; Kanamori et al., 2002;
Tamura et al., 2004). For example, Libin introduced NeCoRo to a
nursing home and observed the patients' interaction (Libin and
Libin, 2004). Kanamori et al. examined the effects of AIBO on the
elderly in a nursing home (Kanamori et al., 2002). By measuring the
hormones in saliva, they found that stress decreased after a
one-hour interaction with AIBO, and that loneliness was reduced
after 20 sessions over a seven-week period. Tamura et al. compared
the exposure of patients to AIBO with the effect of exposure to a
toy dog (Tamura et al., 2004). They found that AIBO did not
encourage much interaction, and required more intervention from an
occupational therapist.

Because they are not designed for therapy,
these commercially-produced robots easily break while interacting
with people. Therefore, it is difficult to use them in long-term
situations.

Conclusion

Various robots have been developed and are
being introduced into our lives as commercial products. Each robot
is designed for a specific purpose. The seal-type mental-commitment
robot, Paro, whose goal is to enrich daily life and heal human
minds as "life innovation", is designed to maintain long-term
interaction with people and provide them with psychological,
physiological, and social benefits.

Robot therapy, or mental-health care using
animal-type robots, is an emerging field. The results of
exploratory experiments showed that Paro has a great potential to
provide mental-health care for older people. However, more subjects
and a control group are necessary to scientifically verify its
effects. Further experiments will be conducted in this respect.

As for ethical issues, the experiments
using Paro mentioned above were conducted under the supervision of
the ethical committee of each organization. Only people who, and
whose relatives who, agreed with robot therapy, participated. In
addition, some were worried that old people would be left alone
with Paro when the caregiver left them to interact with him. But,
the opposite has proved true. Paro acts as a social mediator,
providing a common topic for the elderly and encouraging them to
communicate with each other (fig.7). Currently, the methods
used in robot-therapy are the responsibility of the caregivers and
its effects are influenced by them. To ensure Paro's potential by
developing effective ways to use it is the next step.

At present, approximately 1700 units of
Paro have been sold worldwide (about 1500 units in Japan, 120 units
in Denmark, and 100 units in other countries). Paro has a high rate
of acceptance and similar psychological effects are seen in each
country. However, there are initially some cultural differences in
the acceptance of Paro. People in Europe tend to note the effects
of interaction with Paro and accept him as a therapeutic tool
because animal therapy has been used widely in hospitals and
nursing homes. Therefore, all Paros are used at institutions in
Europe. Meanwhile, in Asian countries, animal therapy is not
commonly accepted although many people have owned pets recently. In
Japan, nearly 70% of users are individuals. They tend to accept
Paro as their companion more than as a therapeutic tool. In the
U.S., they tend to accept Paro as a therapeutic tool as well as a
companion (Shibata et al., 2009), though the Food and Drug
Administration (FDA) of the U.S. certified Paro as a "medical
device" in 2009. Therefore, it is important to introduce Paro in a
suitable manner based on the cultural differences.

Robot therapy in medical and welfare
facilities is spreading in our society. Further studies should be
conducted to integrate robot therapy into our societies at
large.
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Innovation: Changing the Face of
Disability

Hugh Herr and Ernesto Martínez-Villalpando
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Approximately 650 million people in the
world suffer from some type of disability and as the population
ages this figure is expected to increase. Those afflicted with a
physical, emotional or cognitive disability face a myriad of
serious and debilitating challenges. Fortunately, the modern
explosion in scientific and technological innovations provides an
extraordinary opportunity to deliver profound improvements to their
quality of life. Moreover, the same cutting-edge technology that
can minimize or eliminate the adverse effects of disabling
conditions can also be used to expand human abilities and transcend
the ordinary limits of the human condition.

At the Massachusetts Institute of
Technology's (MIT) Media Laboratory, the Biomechatronics Group and
the Affective Computing Group are focusing on developing novel
technologies that can deeply impact people's lives at the physical
and emotional levels. The Biomechatronics Group seeks to understand
the basic principles of biological locomotion in order to develop
both rehabilitation technologies that restore functionality to the
physically challenged and augmentation technologies that amplify
the physical capabilities of healthy able-bodied individuals. The
Affective Computing group works towards the development of
technologies to expand our understanding of affect and its role in
the human experience, with a focus on autism research and therapy.
The interdisciplinary nature of the work of both groups integrates
a broad gamutof disciplines, ranging from medicine to
engineering.

The Biomechatronics Group and Affective
Computing Group are part of MIT's Human 2.0 initiative to mitigate
the effects of disability and redefine the limits of human
capability.

Biomechatronics: Disabled People or Disabled
Technologies?

Though often taken for granted, walking
remains essential in modern life, as stairs, uneven terrain, and
other obstacles easily conquered by legs but not wheels remain
ubiquitous. The loss or disability of a leg tremendously impacts
quality of life and patients strive to regain or retain the ability
to walk even in the presence of severe impairment.

In the United States there are more than
26 million people with physical disabilities including more than
1.7 million (more than 1 in 200) living with limb loss (NLLIC,
2008). In order to restore lost limb functions, prosthetic and
orthotic technology is generally required. The need for
rehabilitation and prosthetic technology is latent, as the total
number of persons with an amputation and using a prosthesis is
expected to reach 2.4 million by the year 2020 (Ziegler-Graham,
2008).

Currently commercially-available
technologies for lower limb amputees are still far from providing
fully functional replacements of biological legs. Even with the
most advanced prosthetic systems available on the market, amputees
still exhibit clinical problems associated with lack of adequate
mobility. These include gait asymmetry, instability, decreased
walking speeds and higher energy requirements. Together these gait
pathologies result in significant pain and walking fatigue for
lower limb amputees (Postema et al., 1997).

Although the pain felt at the residual
limb corresponds to the behavior of the entire prosthetic system
(i.e. from the liner and socket interface to the pylon and the rest
of the prosthetic components), it is particularly associated with
the coupling between the residual limb and the prosthetic leg. The
imperfect coupling allows relative motion between the socket and
the femur stump caused by the compression of soft tissue. This
motion is uncomfortable for the amputee and causes a lack of
confidence to apply large forces to the prosthetic leg. In
addition, the relatively short moment arm between the hip joint and
the socket reduces the force that the hip muscles can apply to the
artificial limb (Whittle, 1991).

Recent advances in socket technology have
reduced pain in patients by focusing on cushioning, a primary
contributor to comfort. Such technologies cover a large spectrum,
from gel liners and vacuum-assisted sockets to modern interfaces
that rely on residual limb laser scanning and computer-aided
manufacturing. Two particular technologies that have proved to be
successful in pain reduction have been shock absorbing pylons and
dynamic elastic response (DER) prosthetic feet (Perry et al.,
1992). The damping and compliance features they provide have made
them popular in most of the commercially available prosthetic
systems. Despite their success in preference among amputees,
abnormal gait patterns and associated with walking fatigue are
still prevalent.

Walking fatigue is synonymous with higher
metabolic expenditure and is a common affliction of lower-limb
amputees. Walking fatigue in lower-limb amputees is considerably
higher than in their matched able-bodied counterparts at comparable
speeds. Measures of metabolic expenditure during walking are
commonly obtained by analyzing oxygen level consumptions. For
unilateral below-the-knee amputees, the rate of oxygen consumption
is 20-30% higher (Herbert et al., 1994; Molen, 1973) than that for
healthy persons with no impairments, andfor above-knee
amputees this rate increases by an additional 25% (James, 1973;
Waters and Mulroy, 1999).

Conventional lower-limb prostheses,
despite their damping and compliance features, have not provided a
real metabolic advantage for amputees (Lehmann et al., 1993;
Torburn et al., 1990; Colborne et al., 1992; Huang et al., 2000;
Thomas et al., 2000). In addition to higher energetic requirements,
lower-limb amputees show a reduction in their self-selected speed,
and in consequence they present overall diminished endurance.

Prosthetic systems ideally need to fulfill
a diverse set of requirements in order to restore the biological
behavior of normal and healthy limbs. For the Biomechatronics
Group, the biomechanics of normal walking provide a basis for the
design and development of new actuated artificial limbs. This
unique biomimetic approach to the design and development of these
prostheses shows promise in improving amputees' gait symmetry,
walking speed and metabolic requirements while enhancing the
adaptation to the particular amputee's gait.

One of the objectives of the
Biomechatronics Group is to develop sophisticated modular
biomimetic leg prosthesis for lower-limb amputees that is capable
of restoring the functionality of the ankle and knee joints of the
intact human leg and fully emulating their natural behavior. This
task poses many challenges for researchers as they investigate
novel electromechanical designs and control strategies that can
adequately integrate and adapt to the patients' needs. The complete
robotic lower l3 limb is comprised of two modular robotic joint
prostheses: a powered ankle-foot and robotic knee prosthesis.

Robotic Ankle-Foot Prosthesis

The human ankle joint is essential to
locomotion because it provides a significant amount of energy to
push the body off the ground and propel it forward during walking,
especially at moderate to fast speeds (Winter, 1983; Palmer, 2002;
Gates, 2004). For transtibial (below-the-knee) amputees, the loss
of this energy generation at the ankle produces an abnormal
asymmetric gait, with higher metabolic energy requirements and
slower speeds. Additionally, the mechanical behavior of
commercially available ankle-foot prostheses greatly differs from
that of a healthy human ankle-foot. Even though most of these
prostheses offer some compliance and function as initial and
terminal rockers due to their shape, they cannot provide the amount
of external energy required in walking, making them inadequate in
replicating the natural ankle's flexibility and actuation (Whittle,
1991).

In order to overcome the disadvantages of
current prosthetic technologies for below-knee amputees, the
Biomechatronics Group has developed the world's first robotic
ankle-foot prosthesis that can successfully recreate the actions of
the biological lower leg (Au and Herr, 2006; Au et al., 2007).
Using advanced biologically-inspired design and intelligent
computer algorithms, this novel device can propel an amputee
forward while easily adapting to changes in ambulation speed and
the walking environment. This artificial ankle-foot prosthesis
allows amputees to enjoy a natural human gait over level ground,
stairs, ramps, and even uneven terrain. Moreover, the device's low
weight and biological form-factor make it comfortable to wear and
inconspicuous to even the trained eye. Most importantly, this
innovative device reduces the rate of oxygen consumption in walking
amputees by up to 20% relative to conventional prosthetic devices
(Au et al., 2009).

The success of the active ankle prosthesis
derives from the Biomechatronics Group's commitment to biomimetic
design. The mechanical design of this motorized device imitates the
biological structures of the ankle joint by using elastic elements
and flexible materials in similar roles to those of the tendons and
ligaments of the human joint. This exploitation of elastic elements
reduces the weight of the necessary motor and minimizes the overall
power that this battery-operated system requires, allowing an
amputee to walk all day on a single charge.

This cutting-edge bionic research device
has been so successful that it was awarded Time Magazine's Best
Invention of the year in 2007 and led to the creation of iWalk
LLC., a start-up company commercializing this prototype.

Robotic Knee Prosthesis

For above-knee amputees, a particular
source of pathological gait while wearing conventional prostheses
is the lack of accurate control of the knee joint, particularly
while the leg is swinging during each step. The knee cannot be
allowed to swing freely because it will extend too rapidly and stop
suddenly as it reaches full extension. On the other hand, the knee
joint cannot be so rigid that it does not bend in response to
dynamics; such rigidity would result in a large increase in the
amount of energy required by the patient to go from one step to the
next. To prevent these extreme cases, several prosthetic knees that
behave as dampers (e.g. energy-dissipation mechanisms) have been
developed using friction, hydraulic, pneumatic, or
electro-mechanical systems. Some have been designed as variable
damping devices which adapt to angle, speed and direction of
motion. These mechanisms have partially addressed abnormal gait
patterns in amputees (Whittle, 1991), but have not yet been able to
mimic fully the complex behavior of the knee joint.

Building on the work that led to the
world's first powered ankle, the Biomechatronics group has
continued its line of innovation in bionic limbs by developing a
state-of-the-art robotic knee joint prosthesis which overcomes the
limitations of conventional prosthetic knees. This prosthesis is
capable of replicating the behavior of the biological knee joint
while seamlessly interfacing with the powered ankle, producing a
full artificial lower-limb prosthesis (Martinez-Villalpando et al.,
2008; Martinez-Villalpando and Herr, 2010).

The active knee prosthesis is a novel
motorized device with a unique biomimetic electro-mechanical
design. The artificial knee mimics the functionality of the
musculo-skeletal structures around an intact biological knee joint,
producing a system that, like the artificial ankle, is small,
light-weight, and efficient. Its design incorporates a
microcomputer and a sophisticated sensory suite that enables an
artificial intelligence capable of inferring the intentions of the
amputee. The advanced design and control of this prosthesis aims to
improve amputee gait beyond what other commercially available
prostheses can offer, not only while walking on even ground but
also while traversing difficult terrain, including ramps and
stairs. The integration of the robotic knee and ankle prosthesis
into a single prosthetic system yields the world's most advanced
powered artificial lower limb for transfemoral amputees. Together,
the active knee and ankle are expected to have great clinical
impact while their novel architectures contribute to the
development of future integral assistive technologies that adapt to
the needs of the disabled.

Exoskeletons

Physical disabilities that often result in
leg weakness include lower-extremity amputation, spinal-cord
impairment (SCI), multiple sclerosis (MS) and stroke. For
individuals who have suffered partial leg paralysis resulting from
neurological pathology, the use of exoskeleton technology will
offer a dramatic improvement in mobility capabilities over
conventional leg orthotic technology.

The Biomechatronics group is leveraging
its understanding of human locomotion andits experience in
prosthetic limb design towards the development of exoskeletons
(Walsh et al., 2006; 2007). These wearable assistive structures
help augment human mobility, increase human endurance and assist
physically-challenged persons. The group's walking exoskeleton is
an orthotic system that works in parallel to the body, transmitting
forces between the ground and the user's torso during standing and
walking, effectively reducing the portion of body weight borne by
the legs and making it easier for a disabled person to stand and to
walk. Because the exoskeleton offers support normally provided by
biological legs, physically disabled people suffering from leg
weakness may walk with confidence while wearing it (Dollar and
Herr, 2007, 2008).

In particular, the exoskeleton work
developed at Biomechatronics Group looks into the passive dynamics
of human walking in order to create lighter and more efficient
devices with three specific goals in mind. Firstly, the exoskeleton
currently under development aims to be the first wearable system
that demonstrates a reduction in human energy usage during walking.
Secondly, the exoskeleton should serve in potentially life-saving
occupations, increasing the user's endurance while reducing
damaging loads on the knee and ankle. These potential users include
active soldiers and firefighters, among others, who perform
activities that require brisk movement over varying terrain while
burdened with significant loads. Finally, this technology aims to
assist impaired human mobility. This exoskeleton architecture could
be modified into a walking orthosis which permits an active
lifestyle by reducing load on injured joints while providing the
necessary support for normal walking to patients with otherwise
limited mobility.

Affective Computing: The Autism Challenge

Autism Spectrum Disorders (ASD) are a
collection of neuro-developmental disorders characterized by
qualitative impairments in socialization, communication, and
circumscribed interests, including stereotypical behavior patterns
and behavioral rigidity to changes in routines (APA, 1994). Current
studies of ASD suggest a rate as high as 1 in 110 in children by
the age of 8 years in the United States (CDCP, 2009). ASDs
typically manifest in infancy and persist throughout the lifespan.
These disorders have a profound impact on families and often result
in enormous emotional and financial costs. For instance, recent
estimates suggest that the societal costs in the United States to
care for all individuals diagnosed each year over their lifetime
approaches $35 billion (Gantz, 2007). ASDs clearly represent an
emerging public health problem (Newschaffer et al., 2003).

Through the Affective Computing group and
the Autism and Communication Technology Initiative at the MIT Media
Laboratory, a variety of innovative technologies are being
developed to better understand and support individuals with ASD in
natural environments. Three of these applications, briefly reviewed
in the following paragraphs, include: 1. automatically detecting
stereotypical motor movements using wireless accelerometers and
pattern recognition algorithms; 2. developing unobtrusive, wireless
measures of physiological arousal; and 3. creating a suite of
wearable, wireless technologies that enable the capture, real-time
analysis, and sharing of in situ social-emotional cues from faces,
voices, and gestures of self and/or interaction partners.

Sensor-Enabled Detection of Stereotypical Motor
Movements

Stereotypical motor movements (SMMs) are
generally defined as repetitive motor sequences that appear to an
observer to be invariant in form and without any obvious eliciting
stimulus or adaptive function. Several SMMs have been identified,
the most prevalent among them being body rocking, mouthing, and
complex hand and finger movements (Lewis and Bodfish, 1998). SMMs
occur frequently in people with mental and developmental
disabilities, genetic syndromes (Bodfish et al., 2000), and less
frequently in normally developing children and adults.

While investigations of ASD have increased
in recent years in response to growing awareness of the high
prevalence rates, the majority of this work focuses on social and
communication deficits, rather than on restricted and repetitive
behavior. This is a potential problem given the high prevalence of
SMMs reported in individuals with ASD. Also, when severe, SMMs can
present several difficulties for individuals with ASD and their
families. First, persons with ASD often engage in SMMs. Preventing
or stopping these movements can be problematic as individuals with
ASD may become anxious, agitated, or aggressive if they are
interrupted (Gordon, 2000). Second, if unregulated, SMMs can become
the dominant behavior in an individual with ASD's repertoire and
interfere with the acquisition of new skills and the performance of
established skills (Koegel and Covert, 1972). Third, engagement in
these movements is socially inappropriate and stigmatizing and can
complicate social integration in school and community settings
(Jones et al., 1990). Finally, SMMs are thought to lead to
self-injurious behavior under certain environmental conditions
(Kennedy, 2002).

To better measure, understand, and
remediate this complex class of behavior, we are developing an
innovative system for automatically recognizing and monitoring SMM.
Our system uses a miniature sensory suite that is comfortably worn
on an individual's wrists and torso and transmits motion data to a
mobile phone. Pattern-recognition algorithms running on the phone
receive these motion data streams wirelessly, compute a variety of
characteristic features, and automatically detect SMM topography,
onset, offset, frequency, duration, and intensity (Munguia-Tapia et
al., 2004). Currently, this system has been able to correctly
identify stereotypical body rocking, hand flapping, and head
hitting approximately 90% of the time across six individuals with
ASD in both laboratory and classroom settings (Albinali et al.,
2009).

There are several potential benefits
associated with this novel system. Easily automating SMM detection
could free a human observer to concentrate on and note
environmental antecedents and consequences necessary to determine
what functional relations exist for this perplexing and often
disruptive class of behavior. The system could also be used as an
outcome measure to facilitate efficacy studies of behavioral and
pharmacological interventions intended to decrease the incidence or
severity of SMM. Finally, with minor modifications, the system
could be programmed to serve as an intervention tool by providing
real-time feedback to individuals with ASD and/or their caregivers
when SMMs are detected.

Unobtrusive, Wireless Measures of Physiological
Arousal

The Autonomic Nervous System (ANS) is a
control system in the body with far-reaching influences, including
maintenance of heart rate, digestion, respiration rate, and
perspiration that mediates regulation of emotion, shifting of
attention, sleep, signaling of anticipation and salience, biasing
of memory, and more.

A number of investigators over the past
thirty years have recorded ANS activity in individuals with ASD to
assess physiological responsivity during attention and habituation
tasks, while exposed to social and sensory stimuli, and when
engaged in self-injurious and repetitive behaviors. Unfortunately,
however, there are several methodological issues associated with
these studies that cast doubt on the reliability, validity, and
generalizability of the data obtained. For instance, the majority
of ANS studies to date use obtrusive equipment that requires
individuals to sit still while multiple wires are adhered to their
chest or fingers, limiting the number of participants who can
comply with the procedures and thus contribute data to a study. ANS
observations are also undertaken primarily in unfamiliar research
laboratories that are potentially stress-inducing, and are often
limited to short intervals of measurement that may or may not
represent a person's true ANS patterns when going about everyday
activities. Data from these studies are also often averaged across
persons so that no individual profiles are retained, obscuring the
heterogeneity of response patterns across individuals.

To overcome some of these methodological
problems, a novel technology platform is being developed for
sensing sympathetic and parasympathetic autonomic data comfortably
off the wrist and ankle without wires or boxes (Fletcher et al.,
2010; Poh et al., 2010). The system captures: 1. electrical
conductivity of the skin, which provides a sensitive measure of
changes in sympathetic arousal associated with emotion, cognition
and attention; 2. heart rate and heart rate variability that
provides information related to the sympathetic and parasympathetic
branches of the ANS; 3. temperature; and 4. motor movement and
posture changes through 3-axis accelerometry. The 3-axis
accelerometer and temperature sensors provide information about a
person's activity and account for the influence of motion and
environmental temperature on electrical conductivity of the skin
and cardiovascular signals.

Monitoring autonomic reactivity using
comfortable, wireless, wearable packages could enable new in situ
experimental paradigms and address some of the shortcomings
associated with traditional methods of recording the ANS in persons
with ASD. For instance, these sensors could enable longitudinal
studies of individuals that yield data beyond the traditional
"snapshot" timeframe, providing new insights on within-person,
within-group, and across-group differences over time, and capturing
phenomena of interest that are hard to replicate in laboratory
settings, e.g., panic attacks. Measuring and communicating ANS
patterns that precede, co-occur, and follow an event could also
provide rich data enabling new ways to anticipate, respond to, and
ultimately prevent problem behaviors (e.g., self-injury, aggression
towards others).

Interactive Social-Emotional Toolkit (iSET)

Many first-hand accounts from people with
ASD highlight the challenges of interacting socially and
difficulties inherent in the real-time processing of high-speed,
complex, and unpredictable information like nonverbal cues (e.g.,
facial expressions) or making eye contact while processing language
at the same time. Difficulties such as the following are also
well-documented in a large body of empirical literature: 1.
difficulty relating to other peoples' nonverbal cues and mental
states (Baron-Cohen, 1995); 2. atypical eye-gaze processing (Klin
et al., 2002); 3. difficulty understanding and expressing one's own
feelings (Hill et al., 2004); and 4. trouble gauging the interests
of others in conversation (Klin et al., 2000). These challenges
affect interaction partners as well, making it hard for family
members and others to understand what the person is trying to
communicate.

Utilizing recent advances in pervasive and
ubiquitous computing, sensors, and camera technology, it is now
possible to have a range of on-body sensors that communicate to a
portable device such as a mobile phone or ultra mobile PC. Building
on these advances, we are developing an interactive
social-emotional toolkit (iSET) (figure 4): a suite of wearable,
wireless technologies that enable the capture, real-time analysis,
and sharing of in situ social-emotional cues from faces, voices,
and gestures of self and/or interaction partner(s). The technology
components of iSET include a wearable camera that can be worn
facing the wearer (Self-Cam) or facing outward (Head-Cam). The
captured video is processed using real-time video-pattern analysis
algorithms and is tagged at multiple granularities (facial actions,
communicative facial/head gestures, and emotions) (el Kaliouby and
Robinson, 2005).

The iSET project makes these wearable
components available and accessible to individuals on the autism
spectrum in the hope that it will allow this population to
systemize, quantify, and reflect on their social interactions,
which otherwise may seem confusing, overwhelming, and beyond their
control. iSET is also designed to be fun, turning social
interactions into a stimulating game that might motivate
participants to engage in communication. The data and analyses
offered by iSET also facilitate the sharing of social experiences
with family members, teachers, and friends, and thus are inherently
social.

Currently this system is being iteratively
tested in the following scenarios at a large school for individuals
with ASD:

Face and eye contact. "Head-Cam" or
"Third-Eye" is a wearable camera that points outward and is aligned
with the wearer's field of vision (Lee et al., 2008). The video
stream is input to face-detection software that quantifies how much
face-contact happens in a natural conversation.

Systemizing social-emotional cues in self
and others. Many individuals on the autism spectrum report
difficulties expressing themselves in socially appropriate ways,
and find it hard to identify their own feelings, as well as the
feelings of others. "Self-Cam" is designed to help a person
re-experience and reflect on how he/she appears to others (Teeters,
2007).

Learning what matters. While many
interventions address the problem of recognition of
social-emotional cues, very few teach individuals on the autism
spectrum how to identify the cues to which it is most important to
pay attention. Without this aspect of social processing, a person
might attempt to process every single instance of social cues, an
undoubtedly time-consuming and cognitive overloading process that
detracts from that person's ability to respond in real time to
his/her interaction partner. "Expressions Hunt" is a situated game
we are developing in which individuals are given the task of
eliciting and capturing various facial expressions such as smiles
or frowns from others using a wearable camera. In this game,
wearers have to think about eliciting, not just recognizing and
capturing a state.

Redefining the Human Condition

We live in exciting times, as
unprecedented progress in science and technology redefines human
disability. Institutional collaboration and the integration of a
broad range of disciplines are producing sophisticated solutions
which allow people with once-debilitating physical and mental
health conditions to lead healthy full lives. Meanwhile, novel
technologies that create intimate connections between man and
machine are augmenting human abilities beyond natural limits.
Without a doubt, the contributions of leading scientists and
engineers, including those at MIT's Biomechatronics and Affective
Computing Groups, are forcing society to reexamine disability and
what it means to be human.
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What will the cities of tomorrow be like?
Back in the 90s, many scholars speculated about the ongoing digital
revolution's impact on cities, and the possibility of replacing
physical space with virtual space, or atoms with bits. They
fantasized about the dark, sexy image of disappearing urban spaces
inhabited by individuals who would lead a mostly virtual life in
cyber space, engaging in digitally encoded interactions rather than
face-to-face communication.1
Enthusiasts of digital technology pushed the envelope to the
extreme by announcing the official death of history, space, time,
geography, and cities, among other things.2 The mainstream view was that digital media
and the Internet would kill cities in the same way that they had
killed distance. Technology writer George Gilder proclaimed that
"cities are leftover baggage from the industrial era," and
concluded that "we are headed for the death of cities" due to the
continued growth of personal computing, telecommunications and
distributed production (Peters and Gilder, 1995). At the same time,
MIT Media Lab's Nicholas Negroponte wrote in Being Digital that
"the post-information age will remove the limitations of geography.
Digital living will include less and less dependence upon being in
a specific place at a specific time, and the transmission of place
itself will start to become possible" (Negroponte, 1995).

Yet, it became apparent in the years
following the first wave of enthusiasm about digitality, that this
was not the destiny of either our digitally enhanced race, or the
constructed spaces and landscapes that accommodate our activities.
Cities and the constructed spaces that they contain have been
multiplying at an unprecedented rate, and the spatial production
and consumption of mankind still fall very much within the physical
realm. In fact, cities have never prospered as much as they have in
the past couple of decades. For example, China is currently
building more urban fabric than humanity has ever constructed in
one era. And a particularly noteworthy moment occurred two years
ago: for the first time in history, more than half the world's
population—3.3 billion people—lived in urban areas.3

Thus, despite a generalized obsession with
the vision of an all-digital world, a new situation has emerged
where the digital and the physical world are merging, and atoms are
augmented by bits of information. The digital did not and will not
kill the physical, as fantasized during the 90s. In fact, the
digital and the physical are recombining, or, in the words of
Hiroshi Ishii: "The bits and bricks are marrying."4 A layer of networked digital elements
blankets our built environments, blending the information sphere
and the physical space inhabited by contemporary subjects in a
seamless way.

What are the consequences of such
transformations? This question can be addressed on several levels.
In this article we will focus on one particular aspect that we have
found most productive: the transformation of our cities into
cybernetic, real-time control systems with a combined static and
dynamic nature that consists of things that exist in the material
sphere, and things that happen in the info-social sphere.

What follows is a speculation on the
factors that will most significantly contribute to the birth of
this new generation of urbanity. Our cities of the near future will
operate as cybernetic systems that function via sentient control
mechanisms. With a plethora of possibilities in telecommunication,
people who live in digitally augmented cities will benefit from
real-time access to vast repositories of information. And, with the
aid of new sensing and actuating technologies, all constitutive
elements of urban living will be transformed into context-aware,
decision-making entities. In such intelligent environments, people
will be able to be incorporated as entities with transient desires,
needs and preferences: hyper-individualized "users" as opposed to
generic "inhabitants."

We will conclude by speculating about the
new generation of denizens that are to inhabit these cities:
user-inhabitants who are digitally augmented and well informed
about the dynamics of the cities that they inhabit. In other words,
we will focus on how people who are environmentally digitally
enhanced start acting like sensors in their own right, actuated in
a real-time feedback mechanism between the city and themselves, and
mediated with the aid of new digital technology and
telecommunication networks, while the city itself is the interface
for such mediation.

The City as a Cybernetic, Real-Time Control
Mechanism

In his 1969 article "The Architectural
Relevance of Cybernetics", Gordon Pask proposed that architectural
spaces should be designed as systems capable of responding to
emerging conditions, and adapting to the needs of their inhabitants
(Pask, 1969: 494-496). To this effect, he compared such spaces to
cybernetic systems. Following the same line of thought, we may
conceive of the digitally enhanced, postmodern city as a cybernetic
mechanism that accommodates interaction in its capacity as a
spatial system capable of extracting contextual information,
acknowledging the inhabitants' desires and needs, and adopting
behavior patterns based on what it learns.

Such a cybernetic urban system achieves
its monitoring with sensing technology. It is conditioned through
computational processes that are based on detected spatio-temporal
changes. It is actuated through embedded virtual or physical agents
that provoke changes detectable by the inhabitant, or that enhance
the spatial experience of the occupant in an explicit or implicit
way. It is also enhanced with memory of the past and anticipation
of the future, and is endowed with some level of data connectivity,
especially if the monitoring and actuating agents are physically
separate and the distance needs to be technologically bridged.
These steps imbue the city with a limited awareness of contextual
change over time, and the capacity for responding to it
accordingly.

In terms of sensing, cameras and
microcontrollers are used ever more extensively to manage city
infrastructure, optimize transportation, monitor the environment,
and run security applications. Advances in microelectronics now
make it possible to implement "smart dust" networks of tiny,
wireless, micro electro–mechanical system (MEMS) sensors, robots or
devices. Besides, we are witnessing an explosion in mobile-phone
use around the globe. According to ITU World Telecommunication
Indicators Database, more than four billion mobile phones were in
use worldwide by early 2009. Across socioeconomic classes and five
continents, mobile phones are ubiquitous: they allow us not only to
communicate with each other in unprecedented ways, but to create a
pervasive sensing network that covers the whole globe.

In terms of regulation and actuation, the
city already contains actuators such as traffic lights, remotely
updated street signage, etc. More profound actuation is relatively
problematic: for instance, we cannot double the size of a street in
real time if we detect traffic congestion. However, unlike other
real-time control systems, cities have a special feature: citizens.
By receiving real-time information, appropriately visualized and
disseminated, citizens themselves can become distributed,
intelligent actuators who pursue their individual interests in
co-operation and competition with others. Processing urban
information captured in real-time and making it publicly accessible
can enable people to make better decisions about the use of urban
resources, mobility, and social interaction.

This feedback loop of digital sensing and
processing could begin to influence various complex and dynamic
aspects of the city, improving the economic, social, and
environmental sustainability of the places we inhabit. Feedback
loops could grow inside one another: buildings and other spatial
devices throughout the city could become probes and ambient
displays, but also evolve into real-time, responsive devices in
their own right.

A cybernetic city operates on the logic of
a hybrid computing paradigm that examines the ramifications of
installing sensors that detect changes in the physical properties
of the context; examines how an embedded microprocessor or computer
processes the resulting digital signal; and finally examines how
the system activates a series of actuators installed, embedded, or
situated in the space. At times, the microprocessors act in
isolation. Yet, once these micro-systems are networked,
communication, sensing, and information-processing will disappear
into the environment to create an Internet of Things with
world-wide coverage, as in the idea of Ubicom proposed by Mark
Weiser.5 One consequence of this
dual process of sensing and actuation within the contemporary city
is particularly important: cities can start to work as real-time
control systems, regulated by a number of feedback loops. In the
text that follows, we would like to focus on the possibilities of
sensing and actuation in the cities of the near future.

The Cybernetic City and its Different Mechanisms
of Sensing

In his Traité des Sensations, Étienne
Bonnot de Condillac offers an interesting reflection on sensibility
as the source of subjectivity.6
He imagines a living statue, devoid of any sensations but the sense
of smell. He walks the reader through a sequence where sensation
leads to comparison, which leads to judgment, which leads to
reflection and reasoning, which leads to abstraction: the sum of
all of the above results in what can be characterized as
understanding and [human] agency. This sensationalist approach can
be applied to cities as cybernetic mechanisms. Sensors are devices
capable of registering one or more quantifiable aspects in the
contexts where they are used. Once populated with large number of
sensors and endowed with the capacity to register changes in its
context, a city can acquire a limited level of agency through
comparison, judgment, reflection, reasoning and abstraction.

To reach this goal, we should ask
ourselves, how can we sense a city and its dynamics? One approach
is to leverage systems already in place that have been developed
for other reasons, but can function as a source of information on
how our cities operate. A great example is the cellphone network.
We define this as viral sensing, since the computational algorithms
of such sensing practices install themselves on the digital
networks that already augment cities, much like a virus settles in
an already-operational environment within another organism in order
to support its internal bio-processes. The premise of such sensing
practices is that the contemporary subject voluntarily and
involuntarily leaves digital traces on various networks that are
juxtaposed over urban areas. Every time a credit card is used, a
text message or an email is sent, a Google query is submitted, a
phone call is made, a Facebook profile is updated, a photo is
uploaded or tagged on Flickr, or a purchase is made on a major,
on-line store like Amazon.com, an entry with the time and location
of this action is added to a dataset on a central server,
administered and maintained by the organizational entity providing
the platform for these, and hundreds of other day-to-day
operations. Once the datasets are spatially and temporally attached
to entities and phenomena in the physical terrain, the urban
landscapes that accommodate these traces are transformed to
info-scapes. An info-scape, in this sense, is a digital terrain
both temporally and spatially associated with the physical terrain.
Info-scapes can be delivered on publicly used, architecturally
installed digital screens, and personal, handheld computing
units.

With advancements in the field of data
connectivity and telecommunication technologies, connection to the
aforementioned datasets of distant servers is improving, allowing
data management engines to get real-time updates on the state of
the monitored entities. The urban spaces of digitally annotated
terrain augmented with mined datasets create mediated landscapes
that allow for new forms of expression, such as public or museum
exhibitions, or urban demos. For example, MIT SENSEable City Lab
has conducted numerous experiments that led to such exhibitions and
urban demos over recent years, some examples of which are Wikicity
Rome and NYTE. In both cases, the real-time visualization of data
mined from communication networks is cross-referenced with the
geographical terrain, to allow for revealing urban dynamics in
real-time to observers. Such technologically enhanced
spectacles—real-time info-scapes projected onto architectural
surfaces, or accessed via worn and handheld devices—provoke a
temporary displacement of the observer from the physical terrain
he/she inhabits to a distant location, providing him/her with a
overview of the dynamics contained within the urban landscape.

The Wikicity Rome project tapped into
aggregated data from cellphone usage. The resulting visualizations
depicted the pulse points of the city, providing an overview of how
the urban landscape is occupied, and where and in which temporal
patterns the cellphone-using crowd is dispersed. Crowd sensing
based on cellphone usage allows for spotting the hot locations and
congested spots of the city in real-time. This can help
administrative agencies to regulate traffic and the flow of
resources within the city, based on real-time dynamics.

When the system was exhibited at the 10th
International Architecture Exhibition of the Venice Biennale,
researchers at MIT SENSEable City Lab also supplemented the
resulting, cellphone-based evaluation of urban dynamics with data
based on the instantaneous positioning of buses and taxis. This
provided information about mobility, ranging from traffic
conditions to the movements of pedestrians throughout the city, in
real time. The visualizations provided a qualitative understanding
of how the aggregated data of network cellphone usage and public
transit locationing information can be used to provide valuable
services to citizens and authorities. Researchers at MIT SENSEable
City Lab believe that such information "can give city dwellers a
deeper knowledge of urban dynamics and more control over their
environment by allowing them to make decisions that are more
informed about their surroundings, reducing the inefficiencies of
present day urban systems" (Calabrese et al, 2010).

Aside from tapping into existing networks,
customized sensor networks can also be implemented to decode
various flows within the cities. The cybernetic city can receive
its input from different networks of sensing mechanisms. The first
is a network of centrally managed sensing agents, embedded within
the fabric of the city. To this effect, smart dust saturates the
space of urbanity, extracting large amounts of information about
the processes contained within the built environment and
constructed spaces, and channeling it to a central control and
command mechanism. From there, this data is aggregated, managed,
and used as the basis for how the monitored space of the city
should be regulated and actuated.

The technology to geo-localize the whole
surface of the world is not that far from becoming a reality. At
this point, Google Maps API offers a two-dimensional, virtual model
of the world. With advancements in the Google Earth API and
platform, this virtual model is moving towards a fully realized,
three-dimensional, virtual copy of the physical world. Imagine a
day when such a model is augmented with geo-localized layers of
information about each and every object it contains. This scenario
would have two different but closely-related impacts on our
consumption and production of space. First, the data extracted from
all things would allow spatial practitioners to make sense of the
dynamics of our constructed landscapes by analyzing these large,
real-time data sets. This real-time knowledge of spatial dynamics
could be fed back into the process of spatial design and the
management of spatial resources. On the other hand, if access to
such layers of information were democratized, then the inhabitants
of our constructed landscapes would also benefit.

If a collectivity of sensors capable of
communicating with a centrally managed server is embedded and
distributed within a spatial context, the prospect of distributed
sensing is shown as one aspect of a completely networked world, or
an Internet of Things. If the sensors are well situated within the
physical terrain, meaning that the digitally encoded transactions
they send the server are annotated with their exact locations, this
network allows a cybernetic system to create a virtual model of the
physical terrain that is perpetually updated with real-time
information about the context. Depending on the nature of the
sensed data, the virtual model can represent different aspects of
the physical terrain.

Sensor networks can consist of fixed
sensor agents, or they can incorporate agents capable of navigating
or probing the monitored terrain. If the sensors are embedded, they
create a fixed backdrop for a virtual model of the monitored
space's real-time dynamics that corresponds to the permanent
geographical location ofthe sensors. If the nodes are
implemented as dynamic probes, this backdrop layer is also
animated. In some cases, once the geographic locations of the
sensors are coded, the only transmission required to update the
virtual model is the sensor-detected change, and the unique
identification code of the sensor transmitting the data. In the
second category of mobile sensors, each transmission also needs to
be tagged or annotated by the current location of the sensor.

Furthermore, a sensor network may be
implemented so that the agents automatically report the current
state of the monitored phenomena at pre-defined intervals, or so
that agents report their current state in response to an update
request from the central server aggregating the sensed information.
This gives us the dichotomy of self-reporting sensor networks
versus request-based sensor networks.

In urban sensing mechanisms that operate
based on networks with central control-and-command structure, with
algorithms that allow for the context-sensitive interpretation of
the information transmitted to the database, we arrive at spatial
scenarios where whole geographic regions are digitally augmented by
the ubiquity of these sensor/transmitter devices. In the extreme
version of this scenario, one can envision a world where any object
is capable of sensing its context and reporting it back to a
central data-management facility where its identity, its real-time
location, and its contextual state are cross-referenced, stored,
and managed computationally. A great example of such a scenario is
the 2009 Trash Track project by MIT SENSEable City Lab.

The project consisted of digitally
enhanced tags that could be attached to objects and could report
their location to an Internet backbone infrastructure via cellular
network. Trash Track made use of these location-reporting tags to
track urban disposal and study the efficiency of the urban
waste-removal chain. The platform allowed designers and planners to
analyze the acquired data, and make well-informed, high-level
decisions about how the given constructed landscape is managed.
Therefore, a multiplicity of questions about the dynamics of the
urban removal chain could be addressed empirically: Is our removal
chain efficient? Is hazardous waste managed properly, or are there
loopholes in our system that need to be taken care of? Is the
recycled waste really recycled, or does it end up in dumps? The
Trash Track system can have a great impact on the nature of the
perceptual relationship that a city or region develops with its
waste disposal habits.

Generally, people assume that once they
dispose of waste, it is no longer their responsibility. Offering a
real-time view of how the disposed items travel through the
landscape of their daily lives will expand each citizen's perceived
sphere of responsibility from the domestic space, to the space of
the city. Perhaps such real-time urbanity can result in a more
responsible urbanity. Yet, Smart Trash is but one possible scenario
in a more comprehensive conception of a world populated with
sensors.

As previously discussed, in viral sensing,
the involuntary digital footprints of contemporary urbanites stored
in central databases of service providers is the basis for making
sense of city dynamics. Again, sensor networks employ a top-down
architecture where all the sensors report information from the
environment to a central database, from where this information is
aggregated, managed, and stored. Instead of such top-down
approaches, we should also consider more grassroots, bottom-up
systems for sensing the dynamics of cities. One possibility is
thinking of each urbanite as a human sensor, an agent for sensing
and reporting on his or her individual experience through tapping
into data generated by user-contributed content on content-sharing
platforms. Hence, we arrive at the third possibility of urban
sensing: crowd-sourcing. User-generated content-sharing platforms
allow everybody to report his or her experience to others in
real-time, and in a multi-modal, high-resolution format. On these
platforms, the users constantly project the physical world onto the
digital world. Websites such as Flickr, Twitter, Facebook, and
Wikipedia are repositories of what people "sense" in the city. This
dynamic is gradually creating a digital world that mirrors the
physical world. For almost every city in the world, a parallel
digital version, as rich in diversity and content as its physical
counterpart, is spread across different platforms and systems. This
is because the digitally- augmented, contemporary urbanite uploads
pictures of popular events, sends tweets about new happenings in
real time, and creates and updates pages on Wikipedia about the
city. These acts of communication generate different kinds of data
that provide unique views on how people experience, navigate, and
view the city. The crowd therefore becomes a distributed network of
sensors that allows us to understand the dynamic patterns of the
city and the experiences of its citizens at a quasi real-time rate.
Hence, we call this phenomenon crowd-sensing (Pereira et al.).

Accessing the possibilities offered by
user-generated content-sharing platforms, researchers at SENSeable
City Lab have conducted various projects that focus on revealing
the dynamic of civic landscapes, as viewed and collaboratively
reported by their inhabitants. For example, in the Los Ojos del
Mondo/The World's Eyes project, the attractiveness and popularity
of places and events are revealed by visualizing the density of
user-generated data, in particular, the photographs tagged with
information about their location and time uploaded by Flickr users.
Then, user-generated electronic trails based on the sequences of
photographs are used to reveal the presence and movement of
visitors in a city. Such data visualizations that geo-localize the
content generated by the user's experience of a given urbanity
reveal how cities are interpreted by their occupants—e.g., which
locations are considered more or less important, and what is
captured by the eyes of the people who are there. The "virtual
city" created through the geo-localization of user-generated
content reflects reality of the city dynamics, and can become a
powerful resource for understanding these (Pereira
etal.).

For example, an animation of the photos
geo-tagged to different neighborhoods of Barcelona with descriptive
tags that relate to "partying" in the summer of 2007, shows that
Barcelona's old town (Ciutat Vella) is where one goes to have fun.
This observation is validated by the fact that the area contains
both a high density of tourists, the Bohemian district of Gracia,
and the Forum area (where various music festivals are held).

Another visualization in the same set
looks at how Spain is photographed by tourists over the course of
one year. While the photos overlap in certain locations and expose
places that attract the photographer's gaze, in other locations,
the absence of images is eye-catching, revealing the more
introverted parts of Spain.

Now that we have covered three different
ways of providing input for the real-time control mechanism of a
cybernetic city—viral sensing, implemented sensor networks, and
crowd-sensing—we will move on to speculating about the output of
such urban systems, or in other words, the actuation
mechanisms.

The Cybernetic City's Different Mechanisms of
Actuation and Regulation

Parallel to mechanisms of sensing,
mechanisms of actuating are integral to cities that are cybernetic
systems. In terms of spatial actuation and regulation, we can
speculate on two sets of possibilities. The first is regulating the
landscape through actuator agents embedded within the space and
controlled via algorithms that are conditioned by the information
received from various sensing mechanisms. This vision opens up a
multiplicity of possibilities for the design and implementation of
responsive environments and interactive spaces by integrating
digital technologies into the design of buildings and
artifacts.

Actuators and information delivery
interfaces are the components of the space controlled by the output
of the operating system, based on changes registered by the sensors
and reported to the operating system as an input. The actuation of
a digitally augmented space can be considered in terms of provoking
the type of physical motion we see in kinetic architectures.
Motion-initiating agents can provoke rotation, vertical and
horizontal disposition, or vibration in the elements of spatial
settings that are of a substantive nature. Another possibility is
to use materials that change shape when exposed to an electrical
current. For example, depending on the pattern in which muscle
wires are woven in to the fabric of an architectural surface, when
an electrical current is applied, the surface changes form to
accommodate the change in the length of the wires.

Once the inhabitable spaces of cities are
transformed into context-aware, decision-making entities with the
aid of sensing mechanisms that are also capable of analyzing the
sensed data, the human subject inhabiting the space can be
incorporated as an entity with transient desires, needs and
preferences. This allows the environment to acknowledge its
inhabitants' input, or at least the specificities of their
behavior. Inhabitants are then identifiable, each deserving
specific treatment from the space he/she inhabits. A user-subject
is a hyper-individualized inhabitant, and an interactive space
respects the specificities of, and offers a customized experience
for each one.

Physical locomotion is not the only way of
initiating change within spatial settings. Change may also be
invoked by manipulating the soundscape to inject the space with
auditable [white] noise, or melodic and musical pieces that vary
over time in terms of content, volume, and intensity. Perceivable
change can be suggested visually, by light-emitting agents that
vary in terms of intensity and color. Dispensing fog in different
densities can also manipulate the visual aspects of the space by
changing the depth of the perspectival field. Architectural
surfaces can be endowed with variable visual characteristics, such
as transparency or color, based on the amount of electrical current
to which they are exposed. Furthermore, change may be evoked
through digital screens embedded in architectural surfaces that
deliver animated imagery to the subjects inhabiting the space. This
is the case for the CLOUD display system. The patterns of its
animated, spherical skins offer a civic-scale interface for
delivery of real-time information to the inhabitants and visitors
of the city.

Another example of display technologies
that can actuate the space of the city is explored in the Flyfire
project. Flyfire, a project by the SENSEable City Laboratory in
collaboration with ARES Lab (Aerospace Robotics and Embedded
Systems Laboratory), uses a large number of self-organizing
micro-helicopters that contain small LEDs and act as smart pixels.
The helicopters are controlled to create synchronized motions, and
form elastic display surfaces. This allows for the transformation
of any ordinary space into a highly immersive and interactive
display environment. The proposed mechanism explores the
possibility of a free-form spatial display that consists of a swarm
of pixels that self-organize in real-time to adapt to the display
requirements of any given scenario.

Space can also be suggestively manipulated
in terms of thermo-ception. Actuators can provoke change in the
environment through heating and cooling, or humidifying and
dehumidifying mechanisms. Thermo-ceptory aspects of space can be
conditioned using actuators such as fans that manipulate the
pattern and intensity of air-flow through the space. Alternately,
change can be expressed in olfactory terms by embedded,
scent-emitting actuators that disperse patterns of odorous gases
and liquids. In the extreme case, embedded liquid or gas dispensers
will allow the designer to envision architectural settings that are
of a less substantive or material nature, which is the case for the
Digital Water Pavilion project.

Yet, manipulating space through embedded
actuators is not the only possible means of spatially regulating
cybernetic urban systems. The inhabitants of the cities themselves
can be considered possible agents of regulation and actuation. From
this point of view, the space of the city is envisioned as the
provider of real-time access to information for a body that
corporeally inhabits it. Hence, spatial design does not limit
itself to the allocation of material resources, but takes into
account the temporal allocation of information relevant to the
specific location or context of those occupying it. The new
analytical understanding of the spatial dynamics offered by the
delivery of real-time and geographically situated information can
be fed back to the individuals inhabiting these landscapes, to help
them make well-informed decisions. An example of this approach is
the real-time, context-sensitive service offered by cellular
networks that assess crowd density based on cellphone usage in an
area, and deliver this information to city residents who wish to
identify popular "hot spots." In such scenarios, not the space but
the inhabitants of the space are actuated, and efficient regulation
of spatial dynamics is based on their decisions.

This is what we see as the most promising
characteristic of the city of the future: the fact that it is made
"smart" by the collaborative activity of its citizens. The citizens
have the potential to function as sentient, self-reporting agents,
contributing to monitoring the city as a cybernetic organism. On
the other hand, they can be actuated and their actions can be
self-regulated based on real-time knowledge of the city dynamics,
conveyed on information-delivery platforms.

Such a city will be a desirable place in
which to live and work, in that it offers a platform for
reinforcing identity and culture through collaboration.
Collaboration in defining and re-defining the ephemeral dimension
of the city can be viewed as one way of making it more engaging,
and making its citizens more invested in it. A city that is open to
individual modifications enables people to imprint intentional
traces of themselves upon it. In this way, the city itself becomes
a limitless canvas of collaboration, resulting in a constant
feeding of human input.

A city whose inhabitants become sensors,
and which is actuated by the results of the real-time information
provided to them about its internal dynamics, will be more
responsive to concerns about adaptability, efficiency, and optimal
operation. Therefore, although augmented cities respond to concerns
about function, structural durability, and aesthetic desirability,
the focus of designing such spaces will inevitably shift to the
issue of performance. After all, any space capable of self-adapting
to new conditions is not there to merely endure, but to "perform"
with efficiency. In the end, digitally augmented cities are
performing cities, and given the right technology, the limit to how
well they can perform is the limit of the imagination and the
desire of those who design and inhabit them. To this effect, the
cybernetic city will function as a medium through which subjects
within the space communicate amongst themselves, transforming them
from passive inhabitants to active participants in, or actuators of
spatial scenarios. Hence, we end our consideration of the city of
the future with the terms "user-participant-inhabitants" or
"sensor-actuator citizens" to refer to the people who are its
citizens, and who, we imagine, will be ultimately responsible for
the cybernetic organism they inhabit.
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1 There are numerous accounts of possible
conditions of this nature. Sherry Turkle describes digitally savvy
individuals for whom the worlds they inhabit through their computer
screens are as real as the real world (Turkle, 1997).

2 Vincent Mosco argues that these readings are
caused by man's historical fascination with new technology. After
examining the enthusiastic claims about end of space, time,
history, economics, cities and the like by cyberspace, and going
back in history to look at the similar mythic pronouncements
prompted by past technological advances—the telephone, the radio,
and television, among others—Mosco explains how such myths are
created, and why we feel compelled to believe in them (Mosco,
2004).

3 According to a UN report, "In 2008, the world
reaches an invisible but momentous milestone: For the first time in
history, more than half its human population, 3.3 billion people,
will be living in urban areas. By 2030, this is expected to swell
to almost 5 billion." This illustrates my claim that cities and
other human-constructed landscapes are and will be multiplying due
to the demands of the increasing world population of urbanites
(Ahmed Obaid, 2007).

4 Hiroshi Ishii coined the term "tangible bits",
which focuses on the idea of "graspable & manipulable" bits by
"coupling the bits with everyday physical objects and architectural
surfaces". Once bits of information become tangible, they can be
considered building blocks of our inhabitable spaces, bridging the
gap between cyberspace and physical space with digital technology.
Thus, bits and bricks are married in a new paradigm shift in the
realm of spatial practices (Ishii and Ullmer, 1997: 234-241).

5 Mark Weiser is the father of Ubiquitous Computing
or Ubicom. In his 1991 paper, "The Computer for the Twenty-First
Century", Weiser discusses the idea of integrating computers
seamlessly into the world: "The most profound technologies are
those that disappear. They weave themselves into the fabric of
everyday life until they are indistinguishable from it." He
proposes the term "embodied virtuality" to refer to the process of
drawing computers out of their discreet places, and seamlessly
integrating computing into the environments of our day-to-day life
experiences (Mark Weiser, 1991: 94-100).

6 In History of Philosophy, Alfred Weber offers a
very complete account and interpretation of the Condillac's
sentient statue argument. I have borrowed from his interpretation
in making my point (Weber, 1912: 399-403).





Future Opera for Robots andPeople
Too

Tod Machover

MIT Media Lab

We all love music deeply; opera adds every
other conceivable form to augment and unify the senses around
music. Music and opera are capable of entertaining, stimulating,
moving and transforming us as few other activities are. In fact,
there is increasing research on the how and why of music's power,
some of it—like the much-hyped 'Mozart Effect'—suggesting that
merely listening to music on your iPod while driving, reading,
sleeping or perhaps even playing music to your baby in the womb is
enough to let music work its full magic.

Unfortunately, that isn't quite true.
Music exerts its power when we are actively engaged, not when we
listen subliminally. For this reason, I have been working with my
group at the MIT Media Lab to create musical tools—often with
specially designed technologies—that enable everyone to participate
directly in music-making regardless of background.

This field has undergone a revolution in
the past several years through the huge public success of the
Guitar Hero and Rock Band videogames. Alex Rigopulos and Eran
Egozy, students of mine from the MIT Media Lab, developed them
based on ideas that we were working on in the early 1990s. The good
news about Guitar Hero and Rock Band is that they clearly
demonstrate the public's willingness to dive in and immerse
themselves in music-making, given the right environment. The bad
news is that neither platform is truly musical, nor do they
encourage learning, expression or creativity.

What would happen if we could combine the
excitement and 'stickiness' (bordering on addiction) of Guitar Hero
with a more sustaining, personal and open-ended musical experience?
How could we embed such a new type of activity in a more integrated
musical ecology, where the current exaggerated distinctions between
celebrities and amateurs would be diminished and the level of
musical sophistication, excellence and, hence, enjoyment would be
raised for all?

The research projects that I direct at the
MIT Media Lab and many of the musical projects I undertake are
attempting to nudge the field in these directions. We started by
developing Hyperinstruments for some of the world's greatest
performers, including Yo-Yo Ma and Prince, as well as orchestras,
chamber music ensembles and rock bands. All kinds of sensors are
built into the Hyperinstrument so it knows how it is being played.
By changing the interpretation and feeling during performance, a
cello—for instance—can be morphed into a voice or a whole orchestra
or something that nobody has heard before.

As these virtuosic Hyperinstruments
developed, we started imagining that we could use similar
technologies and interpretation strategies to produce instruments
and interfaces for music-lovers who weren't highly trained
virtuosi. We have designed a series of such instruments and
interfaces. One of the largest collections was the Brain Opera that
was launched at the first Lincoln Center Festival in New York in
1996, toured the world and is now permanently installed at the Haus
der Musik in Vienna.

We created a rather large orchestra of
especially designed fantasy instruments (including Rhythm Trees,
Harmonic Driving, Gesture Walls and Melody Easels) so that anybody
could play them using natural skill. You can play a video game,
drive through a piece of music, use gestures to control huge masses
of sound, touch a special surface to make melodies and use your
voice to make a whole aura. We designed the Brain Opera for adult
concert-goers, but found that everywhere we went it was most easily
understood and most creatively manipulated by the youngest (under
8) and oldest (over 70) visitors. This was perhaps due to lack of
inhibition and desire for social play and creativity among those
ages. We therefore decided to concentrate on activities that might
engage those groups more directly.

This led to our Toy Symphony project
(2002–2005), which attempts to reconsider how to introduce children
to music in the most immersive, creative and enjoyable way
possible. The goal is to have kids fall in love with making music
first and then demand to learn more because of that love. We
designed a set of new Music Toys, including the soft, squeezable
Music Shapers that manipulate intensity and tone colour; Beatbugs,
which capture rhythms that can be manipulated and shared with
friends; and a software-composing environment called Hyperscore
that lets anyone compose original music by shaping lines and
colours. Another goal of Toy Symphony was to develop a project
model—learning musical skills, creating new music and then
rehearsing and performing a concert—that would bring children and
orchestras together.

Our results with Toy Symphony were
encouraging enough to make us decide to bring this model to other
populations where there might be clear impediments to personal
expression and creativity, where music, made accessible through new
musical tools, might be an ideal medium. In 2004, we began
concentrating on providing musical experiences and tools—based on
ongoing research by colleagues at the MIT Media Lab and
increasingly around the world—to help improve health, diagnose
illness and provide a medium of expression and communication that
would otherwise be lacking. This new area of Music, Mind and Health
has led to research in using music for early detection of
Alzheimer's disease, for social and emotional adaptation for
autistics, for aiding physical and mental rehabilitation and for a
growing number of other areas. With my student Adam Boulanger, I
started this work at Tewksbury Hospital near Boston, where we were
invited to work with a group of long-term residents with a wide
range of severe physical and mental disabilities. We organized
composing workshops with Hyperscore that resulted in a series of
public concerts featuring music by patients. This process has
become so successful that it has been replicated at many sites,
resulting in marked and unexpected improvement in a wide range of
conditions, and inspiring a number of patients to themselves mentor
others in the uses of new tools and environments for creative
musical expression.

A performance system designed for and with
Dan Ellsey is an example of a new category of interfaces that we
call Personal Instruments. Even an instrument as sophisticated as
the Hypercello we designed for Yo-Yo Ma is a generalized
instrument. In other words, anyone familiar with cello technique
can play it, drawing more from it according to one's mastery and
understanding. But Dan's instrument was designed for him and him
only: it takes account of his particular style and detail of moving
and the way that translates into musical expression, and
compensates for his particular physical limitations. Future
instruments and interfaces can and must be adaptable and tunable to
each of our skills and limitations. For us, Dan's performance
system represents the first step in this direction.

How did I come to undertake such unusual
work? Through a desire to compose music, the activity that I love
to do most. It is what best combines my various skills and
interests—imagination, reflection, organization and the desire to
communicate my thoughts and emotions to anyone who will listen. I
also love solitude: I do my creative work in an 18th-century barn
on our farm near Boston, where I can pursue my ideas without the
need to explain or translate until all is ripe and ready. So it may
seem like a paradox that another large chunk of my life is spent in
one of the world's most futuristic, collaborative and intensive
centers of technological invention—the MIT Media Lab. But the
attractions and complexities of merging these worlds are central to
how and why I work, and grow from seeds planted when I was very
young. My mother is a Juilliard-trained pianist and a remarkable
pedagogue and my father is one of the pioneers of computer
graphics, but it actually took me a while to start combining these
fields. I grew up as a cellist, first playing solo Bach, then
chamber music (I never particularly enjoyed playing in orchestras),
and then, by high school, original composed or improvised music
using a wired and transformed rock cello that I created by placing
large headphones around the cello for amplification, then sending
the sound through tape recorder loops and analog transformation
processes.

The appearance of the Beatles'
Sgt.Pepper's Lonely Hearts Club Band had changed my life: it
suggested a music that ideally balanced complexity and directness.
There was a downside, though: as a product of the recording studio,
most of the Beatles' music after 1967 couldn't actually be played
live. That's when I started imagining a performance mode that would
combine the physicality and intimacy of solo cello and the unhinged
creativity of the recording studio. I was driven by the urge to
bring this strange, enticing and intricate music filling my head
out through my arms and fingers and into the world.

This desire compelled me not only to
compose the music I was imagining, but also to invent new
instruments and new modes of playing them, something that I never
thought as a kid that I'd end up doing. So along with my colleagues
and students at the MIT Media Lab I designed the projects outlined
above.

Inventions like these have been part of a
trend that has yielded amazing developments over the past 10 years.
Technology has democratized music in ways that are surprising even
to me, revolutionizing access to any music anytime with iPod and
iTunes, opening interactive music-making to amateurs with Guitar
Hero and Rock Band, providing digital production and recording
facilities on any laptop that surpass what the Beatles used at
Abbey Road, and redefining the performance ensemble with
initiatives like the Stanford University iPhone Orchestra and
YouTube Symphony.

In fact, near the end of 2010 one wonders
whether there is any more music technology to invent, or whether
our musical imaginations and artistic cultures simply need to catch
up. The answer is both, and then some.

For the first time in my career, I feel as
if there are enough tools on my laptop, enough brilliant and
inventive playing chops amongst the younger generation of
performers, enough ooomph in the iPhone, and increasing openness
and entrepreneurship in musical organizations both large and small
to stimulate my imagination and allow for the production and
dissemination of my somewhat unusual creations.

But even though these evolving music
technologies are already very powerful and increasingly ubiquitous,
we can also see their current limitations and potential risks.
Guitar Hero is rhythmically exciting but not yet expressive or
creative enough—a "sticky" but not "open-ended" experience that
does not obviously lead to better musicality, listening or ensemble
awareness. The iPhone is a remarkable little chameleon but lacks
the touch and sensitivity of even the simplest traditional
instrument, better for selecting and switching than for subtly
shaping. Amplified sound is loudly present and "surrounds" us ever
more, but still emphasizes the boom box aspect rather than the
"still small voice." And there isn't yet a performance measurement
system that could come close to interpreting the exuberance, range
and immediacy of someone like conductor Gustavo Dudamel or truly
enhancing the experience of an "unplugged" symphony orchestra.

As a composer, I find that each new piece
I undertake suggests exciting but daunting technological
challenges; my imagination just seems to be wired that way. My
current project, the opera Death and the Powers, is one
example.

I had been invited to imagine a new (and
unusual) opera by the Opera of Monte Carlo, and two fundamental
impressions came to mind early on. The first came from thoughts
about mortality and how difficult it is to sum up one's life in a
way that can be shared and transmitted to loved ones through
generations, and how music has a particularly powerful capacity for
collecting and concentrating multiple experiences, then burning
them indelibly into our memories. And I started imagining that this
web of musical memories—the embodiment of an entire life—needed to
transcend traditional notes and instruments, jump off the stage and
physically envelope the listener, both aurally and visually. This
turned into a mental impression of floating, undulating, palpable
3-D sounds represented visually through slowly moving, morphing
objects filling a stage—like Fantasia become physical (but with my
music and without dancing elephants). I felt the need to go beyond
the flatness and harshness of usual multimedia tools to create
something that was at the same time transcendent and magical but
also completely human and down-to-earth.

I then sought out collaborators—the poet
Robert Pinsky and the playwright Randy Weiner—to turn these initial
impressions into an opera, a form that has long attracted me for
its use of word and image to ground music's abstract qualities in
concrete human experience. Together we crafted a story about a man
who longs to leave the world in order to pass to a higher level of
existence, but wants everything about himself—his memories, his
ability to influence others, his contact with those he loves, his
legacy—to remain behind.

This story evolved into a full opera
libretto in which the main character, named Simon Powers, switches
on The System at the end of Scene 1: he becomes embodied more and
more in his surroundings, forcing those left behind to decide how
to communicate with him or it, whether to follow, and what part of
his legacy to retain or reject. The stage itself becomes the main
character in the opera, taking over from—and extending—the physical
presence of the singer. Realizing this vision was a daunting
challenge, but happily, with the collaboration of the director
Diane Paulus, the designer Alex McDowell, the choreographer Karole
Armitage and my group at the MIT Media Lab, we designed sighing
walls, morphing furniture, gliding robots and even a resonating
chandelier to create The System on stage—and to make it "sing."

In helping to tell this story and to
sonify the score, all aspects of this physical set translate and
amplify Simon Powers' human presence, using our new technique of
Disembodied Performance, challenging the current limits of our
ability to measure and interpret all the subtleties of a great
performance. The techniques we developed yield surprising results,
turning elegantly refined gestures, barely perceptible touch, and
the gentlest breath into sounds, shapes and movements that convey
personality and feeling without looking or sounding exactly like a
human being, although we end up feeling extremely close to Simon.
This whole infrastructure is a new kind of instrument, and we
indeed learned how to "play" it in time for the world premiere
performances of Death and the Powers in Monaco in September 2010.
All of the unusual elements of this massive project—music, story,
words, visuals, movement, robotics and more—came together and
appeared to be more than the sum of their parts. An uneasy
relationship was established—as desired—that invited audiences to
question the boundary between humans and machines, and often
established an emotional connection with the chorus of
OperaBots.

These OperaBots frame the opera by
accepting to perform this inherited story, left to them in a future
time when there are no more humans on Earth. Once the opera starts,
the OperaBots are almost always on stage, reacting to live
performers, commenting on the action, being the playthings or
"pets" of Nicholas, Simon Powers' assistant who built them and
being sort of intermediaries between the humans and The System.
They are not exactly individual characters, but they do have
individualized choreographies and behaviors, gliding and twisting
about, flashing and modulating light and—indeed—singing from time
to time. The OperaBots have "character"—they are fun, interesting,
engaged, energetic—but they do not understand the kinds of
questions that give meaning and texture to human lives:
relationships, time, touch, sacrifice. They care about the actions
of the human characters, but they do not have the kind of
motivations that underlie Simon Powers' final confrontation with
his daughter Miranda, where he pleads with her to enter The System
with him, and she must decide what she would gain or lose by doing
so.

Works of art do not have one single point
or message. But two underlying inspirations behind this project
were, first, how to allow technology to enhance human presence and
communication on stage, as opposed to the huge distancing that
happens more and more in mega-spectacle rock concerts where ugly,
loud sound is pushed from the stage and performers look like ants
against giant TV screens.

And I wanted to explore the possibility
and poignancy of what is easy and what is hard to communicate
between any two people—and especially across generations. I also
wanted to create a journey where these questions and feelings would
come alive through memorable melodies, unusual sonic textures, and
pulsating rhythms…with the help of a few robots.

I believe that Death and the Powers is
innovative in quite a few ways. An underlying goal of this opera
has been to create a form of live performance which goes well
beyond the typical multimedia practice of contemporary performance
as seen constantly in—for example—arena rock shows. The norm these
days is to create painfully overpowering sound to fill huge arenas,
and gigantic video displays that dwarf human performers (even in
U2's most recent tours, for example) rather than enhancing human
presence. That is why we have instead created a stage filled
withanimated physical objects, from musical robots to
animatronic walls to the Musical Chandelier. All translate
sophisticated technology into physical form (including one of the
most sophisticated sound systems ever used for live performance)
with the goal of connecting audiences to the human beings on
stage.

In addition, we have pushed the boundaries
of robotic performance, not just with our autonomous OperaBots,
moving walls of The System, and Chandelier, but with furniture
robots that imbue inanimate objects with believable human
characteristics. The opera might definitely induce people to think
much more broadly about the potential of robots, and the productive
relationship between robots and humans.

In order to control the unprecedented
complexity of robots, visuals and sounds, we have developed special
software to allow intermedia, integrated design of all aspects of
the show, sophisticated enough for the most demanding AI programmer
to fine-tune, but intuitive enough for a non-tech director or
choreographer to feel comfortable with. This same software allows
for real-time performance control of every aspect of the show, with
perfect event synchronization and subtle inter-reaction between
elements, so that everything on stage becomes part of a single,
integrated "system."

And we have developed new sensing and
interpretation technologies so that a combination of the singer's
conscious (voice and hand gestures) and unconscious (breathing,
heartbeat, muscle tension, etc.) behavior can be translated to
control all ofthe interconnected stage elements, so that the
stage and set itself truly feel as if they are alive, creating an
uncannily believable representation of the human being who is no
longer present. We believe that this technology could have
significant impact on the future of telepresence and expressive
communication and collaboration over distance.

The goal of any live performance, of
course, is to lead the audience to concentrate on the experience
itself, on the ideas and feelings, i.e. to make the "making" of the
performance—and in this case all the crazy technology—look simple
and inevitable. This is one of the most complex stage shows ever
mounted, with numerous individual elements that must work with
precision, delicacy, force and beauty, and—even more—function truly
as a "system" of interacting machines that must work together in
the most unbelievable ways. It is a testament to the opera's
production team that for those who don't know, it does look easy.
For those of us behind the scenes, it is quite another story of
course!

Hopefully, these innovations will lead to
new musical possibilities down the line that I can't predict right
now, just as software and hardware designed to measure Yo-Yo Ma's
bowing led—in a slightly zigzag way—to Guitar Hero. I would not be
surprised, for example, if the sophisticated infrastructure that
Simon Powers uses to construct and communicate his legacy were
eventually to morph into a platform for everyone to create and
share musical stories—a kind of Personal Opera—on your mobile
phone, something on which we are already working with several
partners, including the Royal Opera House at Covent Garden
(London). Just as Simon Powers builds his legacy through the
interconnected elements onstage, Personal Operamight provide
a new form for preserving and communicating memories, telling
stories, and establishing continuity across generations. And we are
designing this environment to encourage the spontaneous
accumulation of impressions and memories from one's personal
databases, shaped by natural input such as vocalizing or gesturing,
rather than favoring the Sargent-Pepper-like studio production that
inspired me so many years ago to find another route. We believe
that the result will be both liberating and surprising, and will
bring together generations in story telling and listening, and
experts and amateurs in a beneficial mentoring environment.

I think that it is precisely this kind of
surprising freshness that technology can allow—through what can be
precisely customized for each project and through the unexpected
new discoveries that each project seems to require or reveal—that
remains one of its continuing attractions for me.

But we can't take such freshness for
granted. Musical technology is so ever-present in our culture, and
we are all so very aware of it, that techno-clichés and
techno-banalities are never far away and have become ever more
difficult to identify and root out. It is deceptively challenging
these days to apply technology to music in ways that explode our
imaginations, deepen our personal insights, shake us out of boring
routine and accepted belief, and pull us ever closer to one
another.

That's what makes this kind of work
worthwhile and inspires me. But it also leads to a paradox that I
experience every single day: that the desire to shape the future is
not perfectly compatible with the knowledge that musical
experience—and its power to excite and transform us—is fleeting,
here and now, at this very moment. And that we'd be extremely
fortunate indeed to create new sounds and instruments and
technologies that approach the compact, powerful perfection of
playing, listening to or imagining Bach emanating from a solo
cello.

What new technology can add to this mix is
the potential for establishing a new model for the
interrelationship between experts and amateurs in musical
listening, performance and creation. Some of the boundaries to
active engagement in music have eroded, but there is still much to
be done to create a truly vibrant musical culture.

In my view, a prime example of the kind of
new musical 'ecology' that we should seek is found in our culture's
relationship with cuisine. We all enjoy eating at three-star
restaurants and admire the achievements of the world's greatest
chefs. At the same time, we do not hesitate to dive in ourselves to
prepare special meals of high quality on special occasions. We also
put together daily meals for ourselves, improvising content that
reflects our personal styles. We enjoy eating and even studying the
most 'expert' cuisine we can find, but are not scared to make and
invent our own. In turn, the fact that we constantly prepare food
ourselves makes us better understand and appreciate other food that
we encounter.

Music—and most of the arts—have come very
far from such a 'healthy' ecology, and it is this that we need to
reinvent. Technology can help, as it can act as a bridge to each of
us depending on our background and experience, taking advantage of
our skills and compensating for our limitations. Even more
importantly, we need to establish a fundamentally new partnership
between all of the potential participants in our musical culture,
including individual artists, all parts of the music business,
technology, lifestyle, health and social organizations, music
presenting and broadcasting entities, research institutions,
artists-as-mentors and—last but not least—the music-loving public.
Only in this way can we establish a culture that will allow music
to reach its full potential in shaping and transforming our
experience. Doing so will allow music to exert its most powerful
possible influence on society at large. Surely we can imagine a
world where music—and opera—is at least as nourishing as a
three-star meal?
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Board of Trustees of Princeton University.
http://www.media.mit.edu/people/fmoss

David Mowery, Ph.D. in Economics, Stanford
University, is the William A. and Betty H. Hasler Professor of New
Enterprise Development at the University of California, Berkeley
Walter A. Haas School of Business, and a Research Associate of the
National Bureau of Economic Research. Dr. Mowery taught at
Carnegie-Mellon University, was Study Director for the Panel on
Technology and Employment of the National Academy of Sciences,
served in the Office of the United States Trade Representative and
was a Council on Foreign Relations International Affairs Fellow. He
has been a member of a number of National Research Council panels,
and in 2003-2004 was the Marvin Bower Research Fellow at the
Harvard Business School. His research deals with the economics of
technological innovation and the effects of public policies on
innovation; he has testified before Congressional committees and
served as an adviser for the OECD, various federal agencies and
industrial firms. Dr. Mowery has published numerous academic papers
and has written or edited a number of books, including the Oxford
Handbook of Innovation; Innovation, Path Dependency and Policy;
Innovation in Global Industries; Ivory Tower and Industrial
Innovation: University-Industry Technology Transfer Before and
After the Bayh-Dole Act; and Paths of Innovation: Technological
Change in 20th-Century America. His academic awards include the
Raymond Vernon Prize from the Association for Public Policy
Analysis and Management, the Economic History Association's Fritz
Redlich Prize, the Business History Review's Newcomen Prize, and
the Cheit Outstanding Teaching Award.

Nashid Nabian, MSc in Architectural
Engineering, Shahid Beheshti University; MA in Urban Design,
University of Toronto where she received the Toronto Association of
Young Architects award; Doctor of Design, Harvard Graduate School
of Design. She has been partner at Tehran-based Arsh Design Studio
since 2003. Nashid's research focuses on the digital augmentation
of architecture and constructed landscapes, particularly public
spaces, and on how novel technologies can impact the spatial
experience by soliciting the needs and desires of inhabitants or
users. She has taught graduate seminar and design studio courses at
Toronto University, Rice University and the Massachusetts Institute
of Technology. Her research has been showcased in various venues,
including the ACADIA, IEEE Digital Ecosystems Conference; the
UCMedia Conference on User-Centric Media, the Mobile Multimedia
Communications Conference, Toronto's Nuit Blanche Annual Event, New
Orleans' American Institute of Architects DesCours Festival, and
SEED Magazine. Currently she is a post-doctoral fellow at MIT
SENSEable City Lab and a lecturer in the Department of Architecture
at Harvard Graduate School of Design.

Alex 'Sandy' Pentland, Ph.D. MIT, directs
MIT's Human Dynamics Laboratory and the MIT Media Lab
Entrepreneurship Program, and advises the World Economic Forum,
Nissan Motor Corporation and a variety of start-up firms. He
previously helped to create and direct MIT's Media Laboratory, the
Media Lab Asia laboratories at the Indian Institutes of Technology,
and Strong Hospital's Center for Future Health. Profiles of Sandy
have appeared in many publications, including the New York Times,
Forbes, Harvard Business Review, Newsweek, Caring Magazine
(Hospice), and Odyssey Magazine (Children). His most recent book is
Honest Signals, published by MIT Press. He is among the most-cited
computational scientists in the world, and a pioneer in
computational social science, organizational engineering, mobile
computing, image understanding, and modern biometrics. His research
has featured in Nature, Science, the World Economic Forum, Harvard
Business Review, Newsweek, the New York Times, Vogue, O Magazine,
and the National Inquirer, as well as being the focus of dozens of
TV features including Nova and Scientific American Frontiers.

Carlo Ratti, an architect and engineer by
training, practices in Italy and teaches at the Massachusetts
Institute of Technology, where he directs the SENSEable City Lab.
He graduated from the Politecnico di Torino and the École Nationale
des Ponts et Chaussées in Paris, and later earned his MPhil and PhD
at the University of Cambridge, UK. Ratti has co-authored over 100
scientific papers and holds several patents. His work has been
exhibited worldwide at venues such as the Venice Biennale, the
Design Museum Barcelona, the Science Museum in London, GAFTA in San
Francisco and The Museum of Modern Art in New York. His Digital
Water Pavilion at the 2008 World Expo was hailed by Time Magazine
as one of the Best Inventions of the Year. He has been included in
Esquire Magazine's Best and Brightest list and in Blueprint
Magazine's 25 People who will Change the World of Design. Ratti
recently served as the inaugural Innovator in Residence in
Queensland, Australia.

Nathan Rosenberg, Ph.D. Wisconsin, honorary
doctoral degrees, Universities of Lund and Bologna, is the
Fairleigh S. Dickinson Jr., Professor (Emeritus) of Public Policy
in the Department of Economics at Stanford University. He was
educated at Rutgers University, University of Wisconsin and Oxford
University. His books include The American System of Manufactures,
Perspectives on Technology, Inside the Black Box, Technology and
the Pursuit of Economic Growth (with David Mowery), How the West
Grew Rich (with L. E. Birdzell, Jr.), Exploring the Black Box, The
Emergence of Economic Ideas, Schumpeter and the Endogeneity of
Technology: Some American Perspectives, Paths of Innovation:
Technological Change in 20th-Century America (with David
Mowery).

Nathan Rosenberg has served as chairman of the
Stanford Economic Department. He is a member of the Board of
Directors of the National Bureau of Economic Research, chairman of
the advisory board of the UN Institute for New Technology, and a
fellow of the Canadian Institute for Advanced Research. He is an
Elected Fellow of the American Academy of Arts and Sciences and the
Swedish Royal Academy of Engineering Sciences.

Edward S. Rubin, Ph.D. Stanford, is a
professor in the Departments of Engineering & Public Policy and
of Mechanical Engineering at Carnegie Mellon University. He holds a
chair as The Alumni Professor of Environmental Engineering and
Science, and was founding director of the university's Center for
Energy and Environmental Studies and the Environmental Institute.
He is a Fellow Member of the ASME, recipient of the AWMA Lyman A.
Ripperton Award for outstanding achievements as an educator, and
the Distinguished Professor of Engineering Award from Carnegie
Mellon. He serves on advisory committees to government agencies and
was a coordinating lead author of the 2005 Special Report on Carbon
Dioxide Capture and Storage by the Intergovernmental Panel on
Climate Change (IPCC), co-recipient of the 2007 Nobel Peace
Prize.

Takanori Shibata, Ph.D. in Electronic and
Mechanical Engineering, Nagoya University, is a Senior Research
Scientist at the National Institute of Advanced Industrial Science
and Technology in Japan, having been a research scientist at the
Artificial Intelligence Lab., MIT, and a visiting research
scientist at the Artificial Intelligence Laboratory, University of
Zurich. He was Deputy Director for Information and Communication
Technology Policy at the Japanese Government Bureau of Science,
Technology, and Innovation Policy from 2009 to 2010. His research
interests include human-robot interaction, robot therapy and
humanitarian de-mining. He was certified by the Guinness World
Records in 2002 as the inventor of a seal robot named Paro, the
World's Most Therapeutic Robot. His awards include the Robot of the
Year award from the Japanese Ministry of Economy, Trade and
Industry, the Outstanding Young Person in the World award from the
Junior Chamber International, and the Japanese Prime Minister's
Award.

Pascal Soboll, M.A. in Engineering (Product
Design), Stanford. As a practice lead at IDEO's Munich office,
Pascal works with clients to find and tap into opportunities for
growth. He helps major enterprises, among them P&G, Daimler and
BBVA to shape strategies and then guide them through the concept
stage and all the way to implementation. He is particularly
interested in the areas of energy and mobility, where technology,
human needs and sustainability merge to open up new ways forward.
Pascal worked for IDEO in the U.S. and the UK before returning to
his native Germany. Previous jobs include scientific research for
Daimler and Stanford University and car design for GM/Opel. He
holds a diploma in Theoretical Physics.

A self-confessed car nut, his collection of
project cars has recently shrunk in inverse proportion to his
growing family.

Sander E. van der Leeuw, Ph.D., University of
Amsterdam, an archaeologist and historian by training, has taught
at Leyden, Amsterdam, Cambridge (UK) and Paris.

Van der Leeuw's core research theme is the
study of socio-environmental dynamics, but he has also contributed
to the reconstruction of ancient technologies, (ancient and modern)
regional man-land relationships, GIS and modeling. Since 1981, he
has worked on applying Complex Systems Theory in various ways in
all these domains. From 1992 to 1999, he coordinated a series of
major research projects funded by the EU on (modern)
socio-environmental problems in Southern Europe. He is currently
involved in applying Complex Systems approaches to the study of
invention and innovation in the United States and Europe, funded by
the Marion Ewing Kauffman Foundation and DG ICT of the European
Commission

Since late 2003, he has been Professor of
Anthropology at Arizona State University, and Director of the
School of Human Evolution and Social Change. As of July 1, 2010, he
simultaneously fills the position of Dean of ASU's School of
Sustainability.

Joaquim Vilá, Ph.D. in Strategic Management,
Wharton School, University of Pennsylvania, is Professor of
Strategic Management and Innovation, and Academic Director of
Executive Programs on Innovation Management at IESE Business
School. Consultant in the implementation of systematic approaches
to foster innovation in companies from different industries, both
industrial and services. Member of Advisory Boards and Councils
Innovation in pioneering companies. Co-founder of three companies
that offer services in various areas to promote innovation
(Soft4CRIT-CRITflow, Estratègia i Organització, and Total Business
Innovation). Regular speaker on innovation in management training
programs, in-company programs for advanced corporations and
international forums. His publications focus on management issues
such as how to promote broad, robust and systematic innovation
(Business Innovation), the development of innovative competences in
management teams, and how to make innovative strategies relevant to
middle management to encourage a successful implementation.

Xavier Vives, PhD in Economics, University of
California, Berkeley, is a professor of economics and finance,
holder of the Abertis Chair and academic director of the
Public-Private Research Centre at IESE Business School. He has
taught at the Institut d'Anàlisi Económica (Spanish National
Research Council-CSIC), the Institució Catalana de Reserca i
Estudis Avançats (Universitat Pompeu Fabra), INSEAD, Harvard
University, New York University and the University of Pennsylvania.
He is a fellow of the Econometric Society and the European Economic
Association,and a member of the Economic Advisory Group on
Competition Policy of the European Commission and the European
Economic Advisory Group at CESifo. He has also worked as director
of the Industrial Organization Programme at the Centre for Economic
Policy Research and editor of the Journal of the European Economic
Association. He has published numerous articles in international
journals and is the author of several books, the most recent being
Information and Learning in Markets. He has received a number of
distinctions in the course of his career, including the European
Research Council Advanced Grant (2008).

Eric von Hippel, Ph.D. in Innovation,
Carnegie-Mellon University, is T. Wilson Professor of Innovation
Management and also Professor of Engineering Systems at MIT. He is
known for his research into the sources of innovation. He finds
that product development is rapidly shifting away from product
manufacturers to product "lead users" in the Internet Age. The
rapid growth of innovation by lead users requires major changes in
company business models and government policymaking. Von Hippel's
new book, Democratizing Innovation (2005), explains user-centered
innovation and how companies and nations can adapt and profit. This
book is available free on the web at
http://mit.edu/evhippel/www/books.htm

Harry West, Ph.D. in Mechanical Engineering,
MIT, guides the strategic direction and global growth of Continuum.
He is an experienced innovation practitioner: engaging with
clients, understanding global consumers, and designing innovation.
He travels and learns constantly to stay connected with real needs
in our rapidly changing world.

Harry West has worked with a wide variety of
brands in a broad range of industries, including American Express,
Andersen Windows, AstraZeneca, BBVA, BMW, Fidelity, Master Lock,
Procter & Gamble, and Sprint. For P&G he led teams that
helped to create Swiffer® and ThermaCare®, and the new design
language for Pampers diapers. Under his leadership, his teams have
received IDEA, ID and Red Dot awards, and numerous design and
utility patents.

Harry West is a 16-year veteran of Continuum
and was named chief executive officer in 2009. Prior to joining
Continuum, Harry was associate professor of mechanical engineering
at The Massachusetts Institute of Technology (MIT) where he taught
design and control.
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Aetherbits(Cádiz/Clelland /Lelong)

Aetherbits is an international collective of
new media artists comprising Mariela Cádiz (Spain), Kent Clelland
(USA) and Denis Lelong (France). Ranging from 3D infographics to
live cinema performances and interactive installations, the
collective's works have been presented to great international
acclaim. Aetherbits creates works that revolve around life and
memory in an interconnected society, and the cultural repercussions
of life in a digital world.

Levántate[Get Up] (Cádiz/Clelland,
2002-2005) is an interactive exploration of the process of entropy
as reflected in the human body. The installation is an invitation
to a "digital vigil" where the viewers take part in the creative,
destructive and regenerative processes of the work. The sounds and
observations of the audience are captured and "injected" into the
installation, contributing to the transformation of the electronic
body.

Social_Synthesizer (Clelland/Cádiz/Lelong,
2008) examines artificial life and the re-generation of social and
personal relics as a tribute to social networks and the synthesis
of new online forms of culture. The work invites the audience to
participate with sounds and photographic images in a machine of
eternal life that generates an audiovisual composition in which the
data is recycled over and over again in a self-evolving system
controlled by an artificial life system.

Dennis Ashbaugh (Red Oak, Iowa, 1946)

Since 1980 this artist has been exploring the
human relationship with science, biotechnology and genetics
research. His paintings and prints fuse the traditions of
abstraction and conceptual art with the technological advances of
the digital era. Ashbaugh has been a pioneer in the artistic
exploration of the genetic code, using DNA sequences and biological
and computer viruses in his works. Examples of his output can be
found in some of the most prestigious contemporary art museums in
the United States.

Untitled. Red (1992) is one of the prints from
the Genetic Portraits series which he created in the early 1990s
for a book produced in collaboration with William Gibson, a science
fiction writer with whom Ashbaugh had already worked on several
occasions. Produced at Wingate Studio, the prints bear a strong
resemblance to the large-format paintings on which the artist was
working at the same time.

José Manuel Ballester (Madrid, 1960)

Ballester obtained a degree in Fine Arts from
the Complutense University of Madrid in 1984. He employs a number
of media, ranging from painting and engraving to photography,
sculpture and video art, and his work can be found in major museums
and collections, including the Museo Nacional Centro de Arte Reina
Sofía, the Marugame Hirai Museum of Spanish Contemporary Art, the
21C Museum International Contemporary Art Foundation, ARTIUM, the
Museo Patio Herreriano, Fundació la Caixa and the Miami Art
Museum.

Contenedores 8 [Containers 8] (2005) belongs
to his series of architectural photographs of empty spaces.

Philip Beesley (Westcliff-on-Sea, Essex,
1956)

After studying Fine Arts at Queen's
University, Beesley trained as an architect in Toronto. He
currently runs his own architecture studio in that city while
simultaneously developing numerous art and exhibition projects. He
is also an associate professor at the University of Waterloo School
of Architecture. In recent years he has worked on numerous public
buildings as well as landscape sculptures and installations, which
have received wide acclaim and been featured in international
publications. His most recent projects have included installations
in Madrid, Linz, Enschede, Brussels, New York, Los Angeles and New
Orleans and at the climate summit in Copenhagen. He was awarded the
Prix de Rome in Architecture in 2005 and represented Canada at the
Venice Biennale 2010.

Hylozoic Ground, the installation he created
for the Canadian Pavilion at the Venice Biennale, suggests how the
buildings of the future may move and even feel and think.

Daniel Canogar (Madrid, 1964)

Daniel Canogar studied Image Sciences at the
Complutense University of Madrid and later obtained a Master's
Degree in Photography from New York University and the
International Center for Photography. He uses media such as
photography, video, sculpture and installation, and has produced a
variety of works for public spaces, including Travesías
[Crossings], Constelaciones [Pedestrian Bridges], Nodi and
Clandestinos [Clandestine]. He has published Ciudades Efímeras:
Exposiciones Universales, Espectáculo y Tecnología (1992) and
Ingrávidos (2003), as well as a number of essays on the
architecture of the image, contemporary photography and new media
art.

Midnight Plumber (2008) explores the human
relationship with gravity and space. For this installation, Daniel
Canogar used material found in recycling centres near
Pittsburgh.

Harold Edgerton (Fremont, Nebraska, 1903 –
Cambridge, Massachusetts, 1990)

Harold Edgerton was an electronic engineer,
researcher and professor at the Massachusetts Institute of
Technology (MIT). His passion for photography and strobe light
studies led him to invent devices to improve the perception of
objects in motion. He created and patented a high-speed multiflash,
systems for photographing atomic explosions, and various types of
sonar and underwater photography devices. It is thanks to his
discoveries that today we can observe a motion sequence broken down
into millionths of a second, in images that fuse beauty with
science and technology.

Back Dive breaks down the half-second duration
of a backward flip into individual segments.

Joan Fontcuberta (Barcelona, 1955)

Joan Fontcuberta has a degree in Information
Sciences and is a photographer, critic, essayist and professor at
the Pompeu Fabra University in Barcelona and Harvard University in
Cambridge, Massachusetts. Most of his work challenges and subverts
the different languages of communication using digital technology
and, more recently, interactive media. He received the David
Octavius Hill Award from the Deutsche Fotografische Akademie in
1988, was granted the title of Chevalier de l'Ordre des Arts et des
Lettres by the French Ministry of Culture in 1994, and was awarded
the National Photography Prize by the Spanish Ministry of Culture
in 1998. His work has been exhibited at major contemporary art
museums around the world and can be found in some of the most
important collections, including those of the Centre Pompidou in
Paris and the MoMA in New York.

Rosetta (2000) belongs to the Semiópolis
series of pages written in Braille, while Rousseau (2002) is from
the Orogénesis series of computer-generated landscapes based on
paintings and photographs.

Pierre Huyghe (Paris, 1962)

Pierre Huyghe studied at the École Nationale
Supérieure des Arts Graphiques et Décoratifs. He has exhibited his
work—represented in this publication by images of his installations
Two Minutes Out of Time (2000) and L'expédition scintillante [The
Scintillating Expedition] (2002)—at the Guggenheim Museum in New
York, the Neue Nationalgalerie in Berlin, the Stedelijk Van
Abbemuseum in Eindhoven, the Museum of Contemporary Art in Chicago
and the Musée d'Art Moderne de la Ville de Paris. His works have
also been featured in major international exhibitions. Pierre
Huyghe received a DAAD Artist-in-Residence grant in Berlin
(1999-2000) and a Special Award from the Jury of the Venice
Biennale 2001, where he represented France. In 2002 he was awarded
the Hugo Boss Prize at the Solomon R. Guggenheim Museum in New
York.

Eduardo Kac (Rio de Janeiro, 1962)

Internationally acclaimed for his interactive
installations and bio-art, Eduardo Kac explores the connections
between physical and virtual, biological and technological, in an
attempt to erase boundaries and create a new ecology of hybrids.
His work has been exhibited at numerous museums, galleries and
biennials, including Ronald Feldman Fine Arts in New York, the
Maison Européenne de la Photographie in Paris, the Seoul Museum of
Art, the Museum of Modern Art in Rio de Janeiro, the Yokohama
Triennial, the São Paulo Biennial, the Gwangju Biennial in Korea,
and the Zendai Museum of Modern Art in Shanghai.

Genesis (1999), now in the collection of the
Institut Valencià d'Art Modern (IVAM), is a transgenic artwork that
explores the intricate relationship between science, ethics,
technology and the internet. It is based on a synthetic gene
obtained by translating a verse from the Bible (Genesis 1:26) into
Morse code and then translating this into a DNA sequence.

Anish Kapoor (Bombay, 1954)

This Indian-born British sculptor has lived in
London since the 1970s, where he studied at the Hornsey College of
Art and the Chelsea School of Art Design. His work has been
exhibited all over the world at venues such as the Kunsthalle
Basel, the Tate Gallery and Hayward Gallery in London, the Museo
Nacional Centro de Arte Reina Sofía in Madrid, the Centre d'Arts
Plastiques Contemporains (CAPC) in Bordeaux and the Haus der Kunst
in Munich. Kapoor has received some of the most prestigious
international distinctions, including the Duemila Prize at the
Venice Biennale and the Turner Prize.

Cloud Gate (2004) was Anish Kapoor's first
public sculpture in the United States. This huge stainless steel
work, whose polished surface reflects the city's stunning
architecture, is inspired by liquid mercury and has become a focal
point of Chicago's Millennium Park.

Chico MacMurtrie (New Mexico, 1961)

Chico MacMurtrie has won international fame
for his large-format installations and robotic performances and for
his interactive public sculptures. He is the artistic director of
Amorphic Robot Works (ARW), a collective he founded in 1991, which
consists of artists and engineers who study and create motion as it
is manifested in organic anthropomorphic and abstract forms. His
innovative sculptures have been exhibited in Australia, Europe,
Asia and the Americas.

The ARW installation Birds (2009) is a
reflection on nature and the way humans interact with other
species: excessive pressure from visitors brings the life cycle of
these inflatable birds to a premature end.

John McCormack (Melbourne, 1964)

John McCormack is an associate professor and
researcher at the Centre for Electronic Media Art (CEMA) at Monash
University and a visiting research fellow at Goldsmiths, University
of London. His work combines science and art and revolves around
the quest for new modes of expression through computation, inspired
by artificial intelligence methodologies. His video installations
examine the interstices between the human mind and artificial life
from a Neo-Darwinian perspective, as well as the human relationship
with nature in the context of the evolutionary scale. His work has
received awards in North America, Europe, Asia and Australia and
can be found in major collections around the world, including those
of the Australian Centre for the Moving Image in Melbourne,
Interval Research in Palo Alto, California, the Museum of Sydney
and the MoMA in New York.

Eden (2004-2010) is an interactive,
self-generating artificial ecosystem. Its virtual creatures evolve
over the course of four seasons in the Eden year, about 15 minutes
of real time. The presence of humans in this ecosystem, detected by
overhead video cameras, accelerates the pace at which food is
supplied, leading the Eden creatures to develop synergies with the
visitors and keep them within the physical space of the
installation for a longer period of time. Eden was inspired by the
artist's intense experience with nature at Litchfield National
Park.

Gabriel Orozco (Xalapa, Veracruz, 1962)

This artist trained at the Escuela Nacional de
Artes Plásticas in Mexico City and uses numerous media in his work,
such as sculpture, drawing, photography, video art and
installation. He has contributed to the revival of the contemporary
visual arts in Mexico, especially following his retrospective at
the Museo Rufino Tamayo in the year 2000. He currently lives
between New York, Paris and Mexico. In 2005 the Museo Reina Sofía
hosted an exhibition of his work at the Palacio de Cristal in the
Retiro Park.

La DS [The DS] (1993) is the work that
catapulted him into the international limelight. It features a
Citroën cut lengthwise into three pieces, with the 65-cm-wide
central segment removed to create a sleek, "slimmed-down" version
of the car.

Daniel Palacios (Córdoba, 1981)

Daniel Palacios explores the relationship
between art, science and technology applied to space and systems of
perception.

Works such as Waves, Outcomes and Kill the
Process have been exhibited at the National Art Museum of China
(NAMOC), and El discreto encanto de la tecnología [The Discreet
Charm of Technology] has been shown at the Museo Extremeño e
Iberoamericano de Arte Contemporáneo (MEIAC) in Badajoz, the Neue
Galerie in Graz and the Zentrum für Kunst und Medientechnologie
(ZKM) in Karlsruhe, one of the world's leading centres for
electronic art. Palacios has also participated in international art
shows and festivals such as ARCO and Ars Electronica. His work
invites the viewer to reflect on how we interact with our
surroundings, in terms both of the physical space and the phenomena
that take place in it. The unpredictable reaction of the audience
is a vital part of his installations.

Waves (2006) is an interactive installation in
which a length of rope suspended between two turbines generates
waves that float in space, creating volume and sound through their
motion. The presence of viewers alters the frequency and rhythm,
generating sounds that grow more irregular as the number of
spectators increases. The work ultimately becomes a chaos with
endless variations, combining the visual beauty of the waves with
the brutality of the sounds they produce.

Pipilotti Rist (Grabs, 1962)

Pipilotti Rist studied commercial art,
illustration and photography in Vienna and audiovisual
communication at the School of Design in Basel. She has been
creating video and audio installations since 1986. She was a
visiting professor at UCLA in 2002-2003, and between 2005 and 2009
she worked on her first film, Pepperminta. She has received
numerous distinctions for her work, including the Duemila Prize at
the Venice Biennale, the Wolfgang-Hahn-Preis, the Zürcher
Kunstpreis and, more recently, the 2009 Joan Miró Prize.

She has lived and worked in Switzerland since
2004.

A Liberty Statue for London (2005-2008) is an
interactive audio and video installation created at Art Unlimited,
Basel.

Ugo Rondinone (Brunnen, 1964)

Ugo Rondinone studied at the Hochschule fur
Angewandte Kunst in Vienna from 1986 to 1990. He works with a
varied range of media and techniques, including drawing, painting,
sculpture, photography, video and installations. Some of
Rondinone's best-known creations are his huge neon rainbow
sculptures. He has held numerous solo shows in Europe, Australia
and the United States, and has undertaken various projects for some
of the world's most prestigious institutions. In 2007 he
represented Switzerland at the Venice Biennale. Ugo Rondinone lives
in New York.

Clockwork for Oracles is an installation
consisting of a wall papered with sheets from The Boston Globe and
52 mirrored-glass windows of varying sizes, all with grey wooden
frames. The title is taken from a poem by the Frenchman Edmond
Jabès.

Ai Weiwei (Beijing, 1957)

Ai Weiwei is an artist and architectural
designer, as well as a prominent social activist with a widely-read
blog on the internet. He studied at the Beijing Film Academy and
the Parsons School of Design in New York. He was the artistic
consultant for the 2008 Olympic Games venue, the Beijing National
Stadium, a team effort involving the Swiss architectural studio
Herzog & de Meuron, project architect Stefan Marbach and Ai
Weiwei. His artworks and actions attract enormous international
attention, as evidenced by the reaction to his recent installation,
Sunflower Seeds (October 2010), at the Tate Modern in London.

Fountain of Light is a spectacular
glass-and-steel chandelier created in 2007 for the Tate Liverpool.
The work was inspired by Vladimir Tatlin's never-built Monument to
the Third International, as a symbol of cultural utopia.
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